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Abstract

A generic feature of most inflationary scenarios is the generation of primordial perturbations. Ordinarily, such perturbations can interact with a weak magnetic field in a plasma, resulting in a wide range of phenomena, such as the parametric excitation of plasma waves by gravitational waves. This mechanism has been studied in different contexts in the literature, such as the possibility of indirect detection of gravitational waves through electromagnetic signatures of the interaction. In this work, we consider this concept in the particular case of magnetic field amplification. Specifically, we use non-linear gauge-invariant perturbation theory to study the interaction of a primordial seed magnetic field with density and gravitational wave perturbations in an almost Friedmann-Lemaître-Robertson-Walker (FLRW) spacetime with zero spatial curvature. We compare the effects of this coupling under the assumptions of poor conductivity, perfect conductivity and the case where the electric field is sourced via the coupling of velocity perturbations to the seed field in the ideal magnetohydrodynamic (MHD) regime, thus generalizing, improving on and correcting previous results. We solve our equations for long wavelength limits and numerically integrate the resulting equations to generate power spectra for the electromagnetic field variables, showing where the modes cross the horizon. We find that the interaction can seed Electric fields with non-zero curl and that the curl of the electric field dominates the power spectrum on small scales, in agreement with previous arguments.

The second focus area of the thesis is the development a stable high order mesh refinement scheme for the solution of hyperbolic partial differential equations. It has now become customary in the field of numerical relativity to couple high order finite difference schemes to mesh refinement algorithms. This approach combines the efficiency of local mesh refinement with the robustness and accuracy of higher order methods. To this end, different modifications of the standard Berger-Oliger adaptive mesh refinement algorithm have been proposed. In this work we present a new fourth order convergent mesh refinement scheme with sub-cycling in time for numerical relativity applications. One of the distinctive features of our algorithm is that we do not use buffer zones to deal with refinement boundaries, as is cur-
rently done in the literature, but explicitly specify boundary data for refined grids instead. We argue that the incompatibility of the standard mesh refinement algorithm with higher order Runge Kutta methods is a manifestation of order reduction phenomena which is caused by inconsistent application of boundary data in the refined grids. Indeed, a peculiar feature of high order explicit Runge Kutta schemes is that they behave like low order schemes when applied to hyperbolic problems with time dependent Dirichlet boundary conditions. We present a new algorithm to deal with this phenomenon and through a series of examples demonstrate fourth order convergence. Our scheme also addresses the problem of spurious reflections that are generated when propagating waves cross mesh refinement boundaries. We introduce a transition zone on refined levels within which the phase velocity of propagating modes is allowed to decelerate in order to smoothly match the phase velocity of coarser grids. We apply the method to test problems involving propagating waves and show a significant reduction in spurious reflections.
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Chapter 1

Introduction

This thesis is composed of two distinct and self-contained parts, which constitute important developments in the fields of Cosmology and Numerical Relativity. In Part I, we focus on the issue of cosmic magnetism, a problem that has attracted significant attention in recent years. In Part II we tackle the subject of high order mesh refinement for three dimensional numerical relativity simulations. This Chapter gives a brief outline of the thesis.

1.1 Cosmology

Charged plasmas are ubiquitous in many astrophysical and cosmological environments. It is expected that the interplay between gravity and electromagnetism in the non linear regime may be at the heart of several phenomena such as gamma-ray bursts [285]. In the first part of the thesis, we study the interaction of gravitational fluctuations with magnetic fields in a cosmological setting. In particular, we look at density perturbations and gravitational wave perturbations as a means of amplifying preexisting magnetic fields. This study has the potential to yield a proper treatment of general relativistic plasmas in a cosmological setting through the machinery of non linear perturbation theory.

In general, theoretical studies of cosmic magnetism can be subdivided into Generation mechanisms and Amplification mechanisms. Generation mechanisms deal with phenomena that seek to generate magnetic fields without relying on the existence of a seed field. This is commonly referred to as Magnetogenesis and many such mechanisms have been proposed in the literature, see [46, 141, 175] for comprehensive reviews. The much celebrated Biermann battery effect falls into this category. On the other hand, Amplification mechanisms deal with the amplification of a preexisting weak field through some physical process. Popular paradigms in this category include the dynamo mechanism and the adiabatic compression of
a magnetized cloud [184]. The work presented here falls under the latter category. This forms part of ongoing efforts aimed at using non-linear perturbation theory to study magnetic field amplification by gravitational fluctuations [123, 65, 417]. Our treatment differs from previous contributions in a number of areas:

- **Gauge invariance**
  
  We employ a two parameter perturbative scheme [85, 352, 123, 304, 305] with expansion parameter $\epsilon_B$ characterizing magnetic field perturbations and $\epsilon_g$ characterizing the amplitude of gravitational field perturbations. It is well known that relativistic perturbation theory is prone to spurious gauge modes as a consequence of the general covariance in the theory of general relativity, see for example [292, 358, 154, 268]. We carry out our analysis in a manner that is free of spurious gauge modes by utilizing suitably defined gauge-invariant variables.

- **Interactions with scalar degrees of freedom**
  
  Studies of the effects of magnetic fields on density perturbations have been pursued by several authors in the literature [376, 208, 45]. Particularly interesting is the generation and amplification of density perturbations by a preexisting magnetic field [230]. In contrast, the phenomenon whereby a preexisting magnetic seed field undergoes amplification following an interaction with density perturbations has received little attention. By including scalar perturbations in the shear tensor, one opens the possibility of density perturbations to enter the Einstein-Maxwell system at non linear order in perturbation theory. This issue is dealt with in more detail in Chapter 5.

- **Conductivity**
  
  We present the equations governing the interaction under several assumptions on the conductivity of the cosmic medium. In particular, we consider the cases of poor, finite and infinite conductivity. We also consider the one-fluid plasma description of the ideal MHD approximation that is relevant for the dust dominated epoch, and present the concomitant equations.

The first part of the thesis is structured as follows: In Chapter 2 we present some elements of modern cosmology. We summarize the Friedmann-Lemaître-Robertson-Walker (FLRW) model of cosmology which describes the expansion (or contraction) of a homogeneous and isotropic universe. We introduce the parameters characterizing the geometry, expansion and matter composition of the FLRW spacetime. These parameters are linked through the
Einstein field equations of general relativity. In §2.3 we summarize cosmic inflation and primordial perturbations. Aspects of cosmic magnetism such as observational probes are covered in §2.5.

Chapters 3 and 4 are dedicated to gathering the necessary tools that we employ in Part I of this thesis. Chapter 3 focuses on the 1+3 Covariant approach to cosmology. We present the propagation and constraint equations characterizing the gravitational and electromagnetic fields. In §3.7, we give a covariant characterization of the FLRW models covered in Chapter 2. In Chapter 4 we discuss aspects of cosmological perturbation theory and the concept of gauge invariance. After a brief review of metric-based perturbation theory in §4.3, we present our perturbative framework in terms of covariantly defined quantities. We detail the two parameter perturbative scheme in §4.7.

In Chapter 5 we present the Einstein-Maxwell equations given in terms of gauge invariant quantities. We set up and discuss the main equations describing the interaction of gravitational fields with electromagnetic fields in a FLRW background. Following numerical integrations, we compute the power spectrum for the interaction variables. Finally we present some conclusions and future outlook in Chapter 6.

### 1.2 Numerical Relativity

There are several avenues which one could follow within the field of numerical relativity. In the second part of the thesis we tackle the issue of mesh refinement, a problem of clear interest in numerical relativity and numerical analysis of PDEs in general [342, 22, 413, 334, 248, 33, 112]. In particular, we focus on coupling higher order finite difference schemes to the fixed mesh refinement algorithm. We concentrate on the case where refinement occurs both in space and time, a configuration that is commonly referred to as Berger-Oliger time stepping [59]. Although we will naturally restrict the higher order operators to fourth order, the algorithms presented in this thesis apply to orders higher than fourth order with minimal modifications. In addition, our methods are not restricted to any particular formulation of the Einstein field equations.

The issue of high order mesh refinement within the field of Numerical Relativity has been pursued by several authors with differing levels of complexity [131, 248, 80]. The implementation presented in this thesis differs from previous contributions in two major respects, relating to the treatment of interface boundary conditions. We summarize these as follows:
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• Stability and order reduction

The conceptual framework of our mesh refinement algorithm begins with a resolution of an old yet somewhat obscure problem of Runge Kutta order reduction [100, 1, 306]. In a nutshell, high order Runge Kutta schemes have a tendency to behave like second order schemes when used to integrate non linear hyperbolic PDEs with time dependent boundary conditions. Concerning the stability of mesh refinement algorithms, the treatment of interface boundaries can be reduced to the problem of treating time dependent boundary conditions. It has been argued that the manner in which time dependent boundaries are imposed can affect the stability and convergence of a simulation, even when employing unigrid runs [100].

In Chapter 9, we present an algorithm for applying time dependent boundary conditions for non linear hyperbolic PDEs in a way that retains the stability and convergence properties of the underlying Runge Kutta method. We adopt this method in the treatment of interface boundaries in Chapter 10. Of course, the applications of our algorithm go beyond mesh refinement, see Chapter 9 for details.

• Spurious reflections

Another important issue is how one deals with spurious reflections that are known to plague mesh refinement algorithms. High order finite difference schemes are known to incur lower truncation errors. Consequently at these orders, the dominant source of error emanates from spurious reflections off refinement boundaries.

In Chapter 10, we present a mechanism to significantly minimize reflections off refinement boundaries. Our approach is inspired by considering that propagating modes travel at phase speeds that are influenced by the step size of a given grid. In a mesh refinement setting, phase speeds vary across mesh refinement boundaries, becoming slower as they move from fine to coarse grids. The problem arises because the phase speed change is abrupt at the coarse-fine grid interface. We introduce the use of a transition zone at refinement boundaries that facilitate a smooth propagation of modes across the fine-coarse grid interface.

Part II of the thesis is structured as follows: In Chapter 7 we present some of the key conceptual underpinnings of numerical relativity. In all discussions, a broad general knowledge of the theory of general relativity is assumed, see for example the specialized texts [281, 393, 209] on the subject. Section 7.2 introduces the concept of foliating a spacetime, which is a starting point for any 3+1 formulation of the Einstein field equations. The stan-
dard ADM formulation is presented in §7.3.1. After a brief discussion about Hyperbolicity and Well-Posedness of a PDE (§7.4), we present the BSSN formulation in §7.6.

Chapter 8 is dedicated to numerical issues arising from an implementation of a numerical relativity code. This includes a detailed outline of the mesh refinement algorithm in §8.8. The development of a reliable mesh refinement algorithm, which is a key part of this thesis, relies on efficient 3D interpolation operators which we outline in §8.8.5. Types of (outer) boundary conditions that are supported in our code are presented in §8.7.

In Chapters 9 and 10 we address the main objectives of Part II of this thesis. In Chapter 9 we deal with the issue of order reduction and how to avoid it. The chapter also covers several aspects of explicit Runge Kutta schemes. Most notably, the subject of Dense Output (§9.8) which offers an elegant alternative to polynomial interpolation in time. Chapter 10 carries to completion the full mesh refinement algorithm. In this chapter we present the treatment of coarse-fine interface boundaries. The notion of a Transition zone is introduced in §10.3.2. Throughout the thesis we give a detailed presentation of our methods, augmented with numerical examples where necessary.

### 1.3 Notation and Conventions

In the rest of this thesis, we follow [281, 393] by adopting the more geometrically motivated metric signature \((-+++)\). Unless purposefully retained, we employ geometrized units with \(8\pi G = c = 1\), where \(G\) is the gravitational constant and \(c\) is the speed of light in vacuum. We use \(\nabla_a\) to denote the four dimensional covariant derivative, \(D_a\) for the three dimensional covariant derivative and \(\partial_a\) for partial differentiation. Time derivatives are denoted by an overdot in the first part of the thesis and by \(\partial_t\) in the second part. We adopt the Einstein notation and imply a sum over repeated indices. Cosmological quantities indexed by a ‘0’ subscript are evaluated at the present time \(t_0\), e.g. \(a_0 = a(t_0)\).

**Metric signature:**

\[
(-+++) \quad (1.1)
\]

**Units:**

\[
8\pi G = c = k_B = \hbar = 1 \quad (1.2)
\]
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Curvature tensors:

\[ R^a_{\,bcd} = \partial_c \Gamma^a_{\,bd} - \partial_d \Gamma^a_{\,bc} + \Gamma^e_{\,bd} \Gamma^a_{\,ce} - \Gamma^f_{\,bc} \Gamma^a_{\,df} \]  \hspace{1cm} (1.3)

\[ R_{ab} = g^{ac} R_{abcd} \]  \hspace{1cm} (1.4)

\[ R = g^{ab} R_{ab} \]  \hspace{1cm} (1.5)

Commonly used Acronyms:

ADM Arnowitt-Deser-Misner
AMR Adaptive Mesh Refinement
BSSN Baumgarte-Shapiro-Shibata-Nakamura
CDM Cold Dark Matter
CFL Courant-Friedrichs-Lewy
CMB Cosmic Microwave Background
EFE Einstein Field Equation
EGS Ehlers-Geren-Sachs
EH Einstein-Hilbert
EM Electromagnetic
FLRW Friedmann-Lemaitre-Robertson-Walker
FMR Fixed Mesh Refinement
GR General Relativity
MHD Magnetohydrodynamics
MPI Message Passing Interface
ODE Ordinary Differential Equation
OOP Object-Oriented Programming
PDE Partial Differential Equation
PSTF Projected Symmetric Trace Free
SKA Square Kilometer Array

Tensor symmetries:

\[ S_{(ab)} = \frac{1}{2} (S_{ab} + S_{ba}) \]  \hspace{1cm} (1.6)

\[ S_{[ab]} = \frac{1}{2} (S_{ab} - S_{ba}) \]  \hspace{1cm} (1.7)

Alternating (volume) tensor:

\[ \eta_{abcd} = \sqrt{-g} \delta^0_{[a} \delta^1_{b} \delta^2_{c} \delta^3_{d]} \]  \hspace{1cm} (1.8)

\[ g = \det(g_{ab}) \]  \hspace{1cm} (1.9)
Part I

Cosmology
Chapter 2

Review of Modern Cosmology

2.1 The Homogeneous and Isotropic Universe

2.1.1 The Robertson-Walker Metric

The standard model of cosmology is founded on the Cosmological Principle. There are two basic assumptions underlying the Cosmological Principle, i.e. isotropy and homogeneity. In particular, one assumes that the universe is isotropic and spatially homogeneous on sufficiently large scales i.e at any particular time, the universe looks the same from all positions in space and all directions at any point are equivalent. This somewhat crude assumption, which greatly simplifies general relativistic studies of cosmology, is justified by observations of the distribution of galaxies and the near-isotropy of the cosmic microwave background (CMB). We refer the reader to [202, 209, 284, 327] for a thorough discussion on this topic.

Figure 2.1: Fluctuations in the cosmic microwave background temperature, as determined from the Planck satellite.

The general line element $ds^2 = g_{ab}dx^a dx^b$ consistent with such an assumption is given by
the Robertson-Walker (RW) metric, which in spherical coordinates \((r, \theta, \phi)\) takes the form,

\[
ds^2 = -c^2 dt^2 + a(t)^2 \left[ \frac{dr^2}{1 - kr^2} + r^2 (d\theta^2 + \sin^2 \theta d\phi^2) \right],
\]

(2.1)

where the function \(a(t)\) is the cosmic scale factor and is a function only of cosmic time \(t\), with its present day value normalized to unity \(a(t_0) = 1\). The constant \(k\) characterizes the mean spatial curvature of the spatial slices. In this case \(k\) can take on either of the three values \(-1, 0, +1\), where \(k = -1\) corresponds to an open universe, \(k = 0\) corresponds to a flat universe and \(k = 1\) corresponds to a closed universe. The line element (2.1), is often succinctly written as,

\[
ds^2 \equiv -dt^2 + a(t)^2 \gamma_{ij} dx^i dx^j,
\]

(2.2)

\[
= a(\eta)^2 \left[ -d\eta^2 + \gamma_{ij} dx^i dx^j \right],
\]

(2.3)

where \(\gamma_{ij}\) is the metric of the spatial surfaces and \(\eta\) is a conformal time related to the cosmic time \(t\) via

\[
\eta = \int \frac{dt}{a(t)}.
\]

(2.4)

It is important to note that the FLRW metric results from the assumption of the Cosmological principle and is independent of the theory of gravity adopted.

Of course, the observed universe contains structure and is not perfectly homogeneous. The general approach to physical cosmology is to study the global dynamics of the universe with the homogeneous and isotropic metric (2.1), which has become synonymous with the standard model of cosmology. The observed inhomogeneities are then treated as perturbations of the FLRW metric. We discuss cosmological perturbations in Chapter 4.

### 2.1.2 Hubble Law

The FLRW metric (2.1) describes an expanding or contracting cosmological spacetime depending on whether the scale factor \(a(t)\) is increasing or decreasing with time. Among the first observational indications pointing toward an expanding universe was the Hubble law, obtained from recession velocities of local galaxies [214]. Neglecting the peculiar velocities of individual galaxies, the Hubble law is given by the relation,

\[
v = H_0 d,
\]

(2.5)
where \( v \) (in km \( s^{-1} \)) is the recession velocity of a galaxy at distance \( d \) (in Mpc). The proportionality constant \( H_0 \) (in km \( s^{-1} \) Mpc\(^{-1} \)), generally referred to as the Hubble constant, has consequences for time and length scales in a given cosmological model. The implication of (2.5) was that the further away the galaxy is measured to be, the faster was its recession velocity. This discovery lent objective credence to the then notion of an expanding universe.

To put the Hubble law into a cosmological perspective, we introduce the concept of a cosmological redshift. Consider a photon emitted by a source ‘s’ (e.g. a galaxy) moving with 4-velocity \( u_s^a \). Suppose such a photon was observed by an observer ‘o’ moving with 4-velocity \( u_o^a \). The frequency shift of the propagating photon as expressed by the ratio of their corresponding wavelengths \( \lambda_o/\lambda_s \) satisfies the relation

\[
\frac{\lambda_o}{\lambda_s} = \frac{(k_au_o^a)_o}{(k_au_s^a)_s} = 1 + z,
\]

(2.6)

where \( k^a \) is the photon 4-vector and \( z \) is the redshift. In a FLRW spacetime, this expression reduces to (see for example [209, 393])

\[
1 + z = \frac{a(t_o)}{a(t_c)},
\]

(2.7)

where \( a(t) \) is the scale factor at cosmic time \( t \). For an expanding universe \( a(t_0) > a(t_c) \) resulting in the wavelength being shifted to the ‘red’ towards longer wavelengths, hence the name redshift. Similarly, \( a(t_0) < a(t_c) \) in a contracting universe. In that case, the wavelengths are shifted towards the blue, hence the name blueshift. From the relation (2.7) we note that
the shift in the spectral lines of galaxies is caused by the expanding spacetime and not by a Doppler shift resulting from the relative motion of the source and observer. This means one should not view the consequences of the Hubble law as implying necessarily that galaxies are receding from one another, but simply that spacetime itself is expanding, thereby causing the apparent motion of galaxies.

In order to deal with the uncertainties involved in measuring the value of $H_0$, it is customary to parametrize the Hubble constant today in terms of a dimensionless parameter $h$ such that $H_0$ becomes

\[ H_0 = 100 \, h \, \text{km} \, \text{s}^{-1} \, \text{Mpc}^{-1} \]  
\[ = \frac{h}{9.77 \, \text{Gyr}} \]  
\[ = \frac{h}{2998 \, \text{Mpc}} \quad \text{(in units of } c = 1) \]  

where, historically, $h$ was thought to be between 0.5 and 1. This factor-of-two uncertainty persisted for much of the 20th century, see for example [257]. Figure 2.3 shows the value of $H_0$ for some recent surveys with the most up to date observations constraining the value of $h$ to be in the neighborhood of 0.67 [8]. Accordingly, an object with a measured recession velocity of 6700 km s$^{-1}$ is expected to be at a distance $v/H_0 = 100$ Mpc. It is worth noting that Hubble originally measured a Hubble constant of $H_0 = 500$ km s$^{-1}$ Mpc$^{-1}$, corresponding to the value $h = 5$, see [231] for more historical values of $H_0$.

### 2.1.3 Scale Factor Dynamics

The scale factor $a(t)$ is the only dynamical variable in the FLRW metric (2.1). As a result, time variation of $a(t)$ can be used to completely characterize the dynamics of a homogeneous and isotropic cosmological model. From the scale factor $a$, one can define a useful quantity, the Hubble parameter $H$ characterizing the rate of expansion,

\[ H = \frac{\dot{a}}{a} , \]  

where the overdot denotes differentiation with respect to cosmic time $t$. A positive value of the Hubble parameter $H > 0$ indicates an expanding universe, while a negative value $H < 0$ indicates a collapsing universe. The present day value of $H$, denoted by $H(t_0) = H_0$ is the Hubble constant appearing in the Hubble law (2.5).

In addition, one is also interested in whether the cosmic expansion is slowing down or
accelerating. To quantify this behavior, one defines the deceleration parameter $q$,

$$q = -\frac{\ddot{a}}{aH^2},$$  

(2.12)

with a present day value of $q(t_0) = q_0$. The sign of $q$ determines whether the expansion is slowing down or speeding up. In particular, a negative sign for the deceleration parameter $q < 0$ is indicative of accelerated expansion, while a positive sign $q > 0$ indicates cosmic expansion that is decelerating. The values for $H_0$ and $q_0$ can be determined observationally (see §2.1.5). In a similar manner, one defines higher order derivatives of the scale factor in terms of dimensionless parameters. The jerk $j$ and snap $s$ parameters, representing the third and fourth derivatives are defined as follows,

$$j = \frac{\dddot{a}}{aH^3},$$  

(2.13)

$$s = \frac{\ddddot{a}}{aH^4}.$$  

(2.14)

The parameters (2.13)–(2.14) are valid for any cosmic time $t$, with present day values denoted as $j(t_0) = j_0$ and $s(t_0) = s_0$. Using these, the scale factor can be written as a Taylor expansion.

Figure 2.3: The value of $H_0$ from recent surveys [8].
about the present time \( t_0 \) as follows:

\[
a(t) = a_0 \left[ 1 + H_0(t - t_0) - \frac{1}{2} q_0 H_0^2(t - t_0)^2 + \frac{1}{6} j_0 H_0^3(t - t_0)^3 + \frac{1}{24} s_0 H_0^4(t - t_0)^4 + \mathcal{O}((t - t_0)^5) \right]
\]  

(2.15)

### 2.1.4 Cosmological Field Equations

To study the dynamics of the FLRW cosmological model, one needs a model for the cosmic fluid that permeates the cosmological spacetime. This can be specified in a general relativistic manner through an energy momentum tensor \( T_{ab} \). The isotropy and homogeneity postulates of the cosmological principle are consistent with the perfect fluid form of the energy momentum tensor,

\[
T_{ab} = (\mu + p) u_a u_b - pg_{ab},
\]

(2.16)

where \( u_a \) is the cosmological fluid 4-velocity, \( \mu \) and \( p \) are the rest frame energy density and isotropic pressure respectively, as measured by an observer in a locally inertial frame, comoving with the fluid, and \( c \) is the speed of light.

To relate the matter content to the metric of the space time, one invokes the Einstein field equations.

\[
G_{ab} \equiv R_{ab} - \frac{1}{2} g_{ab} R = T_{ab} - \Lambda g_{ab},
\]

(2.17)

where \( G_{ab} \) is the Einstein tensor, \( R_{ab} \) is the Ricci tensor, \( R = g^{ab} R_{ab} \) is the curvature scalar and \( \Lambda \) is a cosmological constant. The field equations (2.17), correspond to the Einstein-Hilbert action \( S_{EH} \) in the variational approach to general relativity. The action \( S \) for general relativity is given by

\[
S = S_{EH} + S_M = \frac{1}{2} \int d^4x \sqrt{-g} R + \int d^4x L_M,
\]

(2.18)

where \( g \) is the determinant of the metric tensor \( g_{ab} \) and \( L_M \) is the matter Lagrangian. In terms of the Lagrangian formulation of the field equations, the energy momentum tensor \( T_{ab} \) is given by

\[
T_{ab} = -\frac{2}{\sqrt{-g}} \frac{\delta L_M}{\delta g^{ab}}.
\]

(2.19)

Built within the Einstein field equations, is the conservation of matter, characterized by the vanishing of the divergence of the energy-momentum tensor

\[
\nabla_b T^{ab} = 0.
\]

(2.20)
This does not need to be a separate assumption, but follows as a direct consequence of the Bianchi identities which are given by,

$$\nabla_b G^{ab} = 0 . \quad (2.21)$$

This feature differs from the Trace-Free Einstein equations where the energy momentum conservation is a separate assumption [158].

By plugging in the perfect fluid form of the energy momentum tensor (2.16), into the field equations (2.17), along with the FLRW metric (2.1), one arrives at a coupled set of evolution equations, governing the dynamics of the scale factor $a(t)$. These are the Friedmann and Raychaudhuri equations, respectively given by,

$$H^2 = \frac{8\pi G}{3} \mu - \frac{k}{a^2} + \frac{\Lambda}{3} , \quad (2.22a)$$

$$\frac{\ddot{a}}{a} = -\frac{4\pi G}{3} (\mu + 3p) + \frac{\Lambda}{3} , \quad (2.22b)$$

while the energy conservation equation results in the following dynamical equation for the energy density $\mu$,

$$\dot{\mu} = -3H (\mu + p) . \quad (2.23)$$

The energy conservation equation (2.23) is also referred to as the continuity equation.

Assuming a barotropic description of the cosmic fluid, one can relate the pressure and energy density of the matter constituents through the equation of state

$$p = w \mu , \quad (2.24)$$

where $w$ is the equation of state parameter whose value depends on the type of matter under consideration. In principle, the equation of state parameter $w$ is not restricted to constant values; it is possible to have a non-constant equation of state parameter. In this case, one can recover an evolution equation for $w$ from the energy conservation equation (2.23)

$$\dot{w} = 3H (1 + w)(w - c_s^2) , \quad (2.25)$$

where $c_s^2 = \partial p/\partial \mu$ is the adiabatic speed of sound. Using the barotropic equation of state (2.24) with constant $w$ and assuming vanishing curvature $k = 0$, one can analytically solve the equations (2.23) and (2.22a) summarizing the dynamics of FLRW spacetimes. The energy
density and scale factor evolve as,

\[ \mu(t) \propto a^{-3(1+w)} , \quad (2.26a) \]

\[ a(t) \propto t^{\frac{2}{3(1+w)}} . \quad (2.26b) \]

In the standard model of cosmology, there are three dominant types of matter that assume a constant equation of state parameter. In particular, we have the following:

- **Relativistic matter**

  For relativistic matter the equation of state parameter is given by \( w = 1/3 \). This type of matter includes photons and relativistic neutrinos. It is often collectively called radiation.

- **Non relativistic matter**

  For non relativistic matter the equation of state parameter is \( w = 0 \). Note that this implies \( p = 0 \), hence this type of matter is often referred to as pressureless dust or simply dust. The non relativistic matter contribution is assumed to be made up of baryons and cold dark matter. The baryons are composed of Hydrogen and Helium, while cold dark matter is matter that does not interact with light, and only couples gravitationally to other matter species. While the properties of baryonic matter are well understood, the nature of dark matter is still somewhat a mystery. Current favored dark matter candidates include axions, sterile neutrinos, supersymmetric and Kaluza-Klein particles [60, 63]. There has been several experiments aimed at searching for dark matter particles. The status of such experiments is reviewed in, for example, [27, 116, 360].

- **Cosmological constant**

  Effectively the cosmological constant acts as a fluid with energy density \( \mu_{\Lambda} = \Lambda c^2/8\pi G \), and equation of state parameter \( w = -1 \). The cosmological constant, which is repulsive in nature, was originally introduced by Einstein in the quest to construct a static model of the universe, as was desired at the time. Observations of recession velocities of galaxies would later disfavor the static universe, thus rendering the cosmological constant unnecessary.

The relevance of \( \Lambda \) today comes as a result of the Dark energy problem (§2.2). The cosmological constant has been reintroduced and incorporated into the cosmic energy budget as a possible means to account for the late time accelerated expansion of the
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We note from (2.22b) that any value of the equation of state parameter that satisfies \( w < -1/3 \) guarantees that \( q < 0 \) leading to accelerated expansion.

One can make some qualitative inferences from (2.26): the FLRW universe must have passed from a radiation dominated epoch \( (\mu \propto a^{-4}, a \propto t^{1/2}) \) through to a matter dominated epoch \( (\mu \propto a^{-3}, a \propto t^{2/3}) \) at early times. For this to happen, that means there is a time \( t_{eq} \) where the energy density of radiation and matter were equal, \( \mu_r = \mu_m \). This era is known as the matter-radiation equality. If one is willing to extrapolate the solution to much earlier times, then one is led to the following singularity theorem:

\[
\begin{array}{ccc}
\text{Fluid} & w & \mu(a) & a(t) \\
\hline
\text{Radiation} & 1/3 & a^{-4} & t^{1/2} \\
\text{Dust} & 0 & a^{-3} & t^{2/3} \\
\Lambda & -1 & a^{0} & e^{Ht} \\
\end{array}
\]

Table 2.1: Solutions for the evolution of the scale factor and energy density in a flat FLRW universe.

**Theorem 2.1.1 (FLRW Universe Singularity Theorem [150, 157])** In a FLRW universe with \( \Lambda \leq 0 \) and \( \mu + 3p/c^2 > 0 \) at all times, at any instant \( t_0 \) when \( H_0 > 0 \) there is a finite time \( t_\ast \) where \( t_0 - (1/H_0) < t < t_0 \) such that \( a(t) \to 0 \) as \( t \to t_\ast \). The universe starts at a space time singularity with density \( \mu \to \infty \) and temperature \( T \to \infty \) if \( \mu + p/c^2 > 0 \).

**2.1.5 Cosmological Parameters**

In a multi-fluid setting, where more than one matter species contributes to the energy density, then the density \( \mu \) and pressure \( p \) are understood to mean the sum over all such species. For observational purposes, it is convenient to work instead with dimensionless density parameters \( \Omega_i \), defined as

\[
\Omega_i = \frac{\mu_i}{\mu_{\text{critic}}} = \frac{8\pi G}{3H^2} \mu_i. \tag{2.27}
\]

where \( \mu_{\text{critic}} = 3H^2/8\pi G \) is the critical density at which the cosmological model is spatially flat, and has a present day value of

\[
\mu_{\text{critic},0} = 2.775 \times 10^{11} h^2 \text{ M}_\odot \text{Mpc}^{-3}, \tag{2.28}
\]

\[
= 1.9 \times 10^{-29} h^2 \text{ g cm}^{-3}. \tag{2.29}
\]

The index \( i \) stands for the individual components of the cosmological fluid. In particular, \( i = m \) for non-relativistic matter, \( i = r \) for relativistic matter and \( i = \Lambda \) for the cosmological
constant. From the solution (2.26), we see that the density parameter evolves as,

$$\Omega_i = \left(\frac{H_0}{H}\right)^2 \Omega_{i,0} a^{-3(1+w_i)}. \quad (2.30)$$

where we have denoted by $\Omega_{i,0}$, the present day value of $\Omega_i$. We can then write the Friedmann equation (2.22a), in a particularly elegant form,

$$\Omega_m + \Omega_r + \Omega_\Lambda + \Omega_k = 1, \quad (2.31)$$

where we have defined the curvature density parameter $\Omega_k$ as,

$$\Omega_k = -\frac{k}{H^2 a^2}. \quad (2.32)$$

One can then relate the total energy density to the local geometry as in Table 2.2.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Curvature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega &lt; 1$</td>
<td>$k = -1$</td>
<td>Open spatial geometry</td>
</tr>
<tr>
<td>$\Omega = 1$</td>
<td>$k = 0$</td>
<td>Flat spatial geometry</td>
</tr>
<tr>
<td>$\Omega &gt; 1$</td>
<td>$k = +1$</td>
<td>Closed spatial geometry</td>
</tr>
</tbody>
</table>

Table 2.2: Relationships between the total density parameter and the curvature of spacetime.

In terms of the density parameters, the dynamical equations (2.22) now reduce to,

$$E(z) \equiv \frac{H(z)}{H_0} = [\Omega_{r,0}(1+z)^4 + \Omega_{m,0}(1+z)^3 + \Omega_{k,0}(1+z)^2 + \Omega_\Lambda]^{1/2}, \quad (2.33)$$

$$q(z) = \frac{1}{2} \left(\frac{H_0}{H(z)}\right)^2 [2\Omega_{r,0}(1+z)^4 + \Omega_{m,0}(1+z)^3 - 2\Omega_\Lambda], \quad (2.34)$$

where we have used the expression (2.7) to rewrite the scale factor $a$ in terms of redshift $z$. In practice, the radiation contribution to the present day energy density is negligible, $\Omega_{r,0} \approx 5 \times 10^{-5}$. Using the parameter $h$ (defined in §2.1.2), the dimensionless density parameters are sometimes written in terms of physical density parameters defined as $\omega_b = \Omega_b h^2$ for baryons and $\omega_c = \Omega_c h^2$ for cold dark matter. Current CMB observations from the Planck experiment favor the parameter values outlined in Table 2.3, which translate to $\omega_b = 0.02207 \pm 0.00033$, $\omega_c = 0.1196 \pm 0.0031$ in terms of physical density parameters [8]. Measuring and constraining these parameters has been the subject of several experiments [54, 354, 8].
Table 2.3: Cosmological parameter values from the Planck experiment. The errors are quoted at the 68% confidence interval. The value of $H_0$ is given in units of km s$^{-1}$ Mpc$^{-1}$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>68% limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_0$</td>
<td>67.4 ± 1.4</td>
</tr>
<tr>
<td>$\Omega_m$</td>
<td>0.314 ± 0.020</td>
</tr>
<tr>
<td>$\Omega_k$</td>
<td>0</td>
</tr>
<tr>
<td>$\Omega_\Lambda$</td>
<td>0.686 ± 0.020</td>
</tr>
</tbody>
</table>

2.2 Dark Energy

When studying cosmological models, one is concerned not only with the expansion history but also the future fate of a given model. For example, a cosmological model may indicate that the universe will expand indefinitely, becoming cooler and less dense with time. Alternatively the universe may expand, having started in a big bang, and then recollapse in a big-crunch. These scenarios depend on the energy density of the universe.

Current observations suggest that about 68% of the energy composition is in the form of dark energy, a mysterious component with negative pressure\[310, 325, 354, 8, 309\]. There has been several options proposed to describe the nature of this mysterious component. Among them are:

- **Cosmological constant**

  At the core of the standard $\Lambda$CDM model is the assumption that gravitational interactions are described by Einstein’s theory of general relativity, with the cosmological constant $\Lambda$ acting as the repulsive field accounting for the apparent accelerated expansion of the universe.

  Within the realm of quantum field theory, the cosmological constant is interpreted as the intrinsic energy density of vacuum $\rho_{\text{vac}}$. This interpretation of $\Lambda$ is well exposed to experimental confrontation. Comparing the observed value for $\rho_\Lambda$ and the one predicted from quantum field theory leads to embarrassing results: the comparison is off by between 60–120 orders of magnitude! This discrepancy is known in the literature as the cosmological constant problem\[275, 101, 103, 102\].

- **Quintessence**

  An alternative to the cosmological constant is Quintessence models, also quantified by a negative equation of state parameter $w_q = p_q/\rho_q < 0$. In these models, the accelerated expansion is caused by a slow rolling scalar field\[322, 384, 414, 92\]. While
the cosmological constant is time independent and spatially homogeneous, quintessence is dynamic in time and spatially inhomogeneous. The principles behind quintessence models are much similar to that of new inflation \[193, 13\] in which the inflaton drives a short period of superluminal expansion in the early universe (§2.3). However they differ in their associated energy and time scales. In particular, the energy scale of quintessence is smaller than that of inflation while the time scale of quintessence is longer than that of inflation.

- **Inhomogeneity effects**

  The basic idea behind these models come from the fact that the observed universe contains non linear structures whose effects on the large-scale dynamics may not be well captured by FLRW models. In fact, by assuming the FLRW model as the background metric of the universe, one implies the existence of some spatial averaging procedure through which one smoothes over the small scale inhomogeneities. The process of averaging over structure results in backreaction effects that could in principle account for the apparent present-day cosmic acceleration \[320, 120\]. On the other hand, local inhomogeneities have the potential to affect the propagation of light, thus affecting cosmological observations \[153, 118\]. In this case, one can interpret the apparent late time acceleration of the universe, as inferred from the dimming of Type Ia supernovae as an inhomogeneity effect \[118, 164, 319, 172\].

  It is worth noting that it is observationally difficult to test the homogeneity postulate of the Cosmological Principle. The general approach is to assume the Copernican principle, which states that we are not occupying a special place in the universe. With this assumption, isotropy implies homogeneity. Therefore, it is possible to relax the homogeneity assumption without compromising much of the underpinnings of modern cosmology. Moving away from the homogeneity assumptions of the FLRW models, one is led to a variety of inhomogeneous cosmological models such as the Lemaître-Tolman-Bondi, Szekeres, etc\[361, 68, 338\].

- **Modified gravity**

  It is also possible to interpret the observed accelerated expansion as a breakdown of the general theory of relativity on large scales. The procedure here is to modify the Einstein-Hilbert action of general relativity to admit a more general structure. In particular, the Ricci scalar \(R\) in (2.18) is substituted by a generic function \(f(R)\) which reduces to \(f(R) = R\) in the GR limit. This is the avenue pursued in \(f(R)\) theories of gravity, see for example \[135, 353, 124\]. The idea here is that the modification will
result in an effective curvature fluid that can mimic a fluid with a dark equation of
state parameter $w < -1/3$ as required for late time acceleration.

2.3 Inflationary Cosmology

Inflation is, quite simply, a phase of accelerated superluminal expansion of the early universe. This stage of evolution was introduced in the early 1980s to iron out several issues with the standard big bang cosmology [193, 13, 236, 250, 42]. The aim of inflation is not to replace the Big bang model, but is merely supplementary to the model. At the end of the inflationary era, one still requires that the evolution return to the standard model of cosmology through some reheating process [234].

2.3.1 Limitations of The Big Bang Model

- The flatness problem

Current observations favor an almost flat universe with the density parameter $\Omega$ close to unity. From the Friedmann equation (2.31) we have that,

$$1 - \Omega = \Omega_k \equiv -\frac{k}{a^2 H^2}. \quad (2.35)$$

Since during the radiation or matter dominated epochs, the comoving Hubble radius $(aH)^{-1}$ is expected to increase in a FLRW cosmological model, the quantity $|1 - \Omega|$ will be driven away from zero.

To elucidate the problem further, we look at the evolution of the spatial curvature $\Omega_k$. One can show that the time evolution is given by

$$\dot{\Omega}_k = 2\Omega_k H q. \quad (2.37)$$

Therefore, if the universe is flat at some early cosmic time, it remains so for all time. However, if $\Omega_k$ is different from zero it will evolve away from being flat. Thus we require that the quantity $|1 - \Omega|$ be extremely close to zero at early times. In fact, in order to be consistent with current observations, one would require that $|1 - \Omega| \lesssim 10^{-16}$ at Nucleosynthesis ($t = 1 \text{ s}$) and that $|1 - \Omega| \lesssim 10^{-60}$ at the Planck epoch ($t = 10^{-43} \text{ s}$), for example. The flatness problem is the question of how likely such fine tuning is [138].
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The problem can be solved by requiring that the comoving Hubble radius \((aH)^{-1}\) decrease at early times in order to drive the curvature to zero.

- **The horizon problem**

  The horizon problem is related to the fact that vastly separated patches in the sky appear to have the same physical properties [282]. The problem arises because according to standard cosmology, such patches would not have had enough time to interact at early times because they are not in causal contact due to the existence of particle horizons.

  In particular, the Hubble distance \(H^{-1}\) at the surface of last scattering subtends an angle of approximately one degree today. The hot big bang model offers no prospect, within itself, to explain the homogeneity of the temperature fluctuations in the CMB, as observed from patches in the sky that are separated by more than a degree. This problem can be solved by requiring that the Universe is inside the horizon at the beginning of inflation. In this case, the Hubble length is initially large, and decreases at the onset of inflation leaving the observable Universe within the smooth patch that will have formed through causal interactions [260], see Figure 2.4 for a schematic representation.

![Image](image_url)

**Figure 2.4:** An illustration of the inflationary solution to the horizon problem. During inflation, the comoving Hubble length decreases, thus allowing the observable Universe to lie within the smooth patch [249].

- **Relic particle abundances**

  The relic particle abundance problem is related to the fact that if the universe was very hot at early times as required by the standard Big Bang model, then a variety of
stable exotic interacting particles, such as magnetic monopoles, gravitinos, topological defects, domain walls, etc, would be produced. These would contribute to the present energy density \( \Omega \) and somewhat alter the evolution of the FLRW model. However, to date, no such relics have been detected.

The role of inflation in solving this problem is that the superluminal expansion phase brought in by inflation will dilute the number density of such particles, such that their interaction rate is lowered. This, of course, assumes that the relics were produced before the inflationary phase [260].

### 2.3.2 Inflationary Dynamics

The problems identified in the previous section can be solved by a brief period of accelerated expansion at early times, before the radiation dominated epoch. This requirement can be stated in terms of the scale factor as

\[ \ddot{a} > 0 . \]  

An equivalent and perhaps more physically transparent representation of the accelerated expansion is given in terms of the comoving Hubble radius \((aH)^{-1}\) as the condition [209],

\[ \frac{d}{dt} \left( \frac{1}{aH} \right) < 0 . \]

The implication of (2.39) is that the comoving Hubble radius must decrease with time. As a result, causal contact is maintained at early times such that the now vastly separated patches in the sky get enough time to exchange physical information.

The dynamics of the inflationary phase are thought to have been dominated by some scalar field \( \phi \) that is able to attain negative pressure. Assuming the general theory of relativity as the theory of gravity, an action \( S \) representing such dynamics is given by [42]

\[ S \equiv S_{EH} + S_{\phi} , \]
\[ = \frac{1}{2\kappa} \int d^4x \sqrt{-g} R + \int d^4x \left[ \frac{1}{2} g^{ab} \partial_a \phi \partial_b \phi - V(\phi) \right] , \]

where \( S_{EH} \) is the familiar Einstein-Hilbert action, and \( V(\phi) \) is some scalar field potential. In this context, \( \phi \) is referred to as the inflaton field. The dynamics of \( \phi \) are governed by the Klein-Gordon equation

\[ \Box^2 \phi + \frac{d}{d\phi} V(\phi) = 0 , \]
where \( \Box^2 = g^{ab} \nabla_a \nabla_b \) is the covariant d’Alembertian operator. Varying the action (2.41) results in an effective energy momentum tensor \( T_{ab}^{(\phi)} \) for the scalar field \( \phi \)

\[
T_{ab}^{(\phi)} \equiv -\frac{2}{\sqrt{-g}} \frac{\delta \mathcal{L}_\phi}{\delta g^{ab}} = \partial_a \phi \partial_b \phi - g_{ab} \left( \frac{1}{2} \partial_c \phi \partial^c \phi + V(\phi) \right),
\]

(2.43)

with energy density \( \mu_\phi \) and pressure \( p_\phi \) respectively given by,

\[
\mu_\phi = \frac{1}{2} \dot{\phi}^2 + V(\phi),
\]

(2.44)

\[
p_\phi = \frac{1}{2} \dot{\phi}^2 - V(\phi).
\]

(2.45)

From (2.44) and (2.45), one can define an equation of state parameter for the scalar field as

\[
w_\phi = \frac{\frac{1}{2} \dot{\phi}^2 - V(\phi)}{\frac{1}{2} \dot{\phi}^2 + V(\phi)}.
\]

(2.46)

In order to have a negative equation of state parameter \( w_\phi < 0 \), as is required for accelerated expansion, the potential \( V(\phi) \) has to dominate over the kinetic term \( \dot{\phi}^2 \) such that

\[
V(\phi) > \dot{\phi}^2.
\]

(2.47)

If the inflaton is minimally coupled then it independently obeys the continuity equation (2.23) in the form,

\[
\dot{\mu}_\phi = -3H (\mu_\phi + p_\phi).
\]

(2.48)

Upon using the expressions (2.44) and (2.45), the continuity equation (2.48) reduces to

\[
\ddot{\phi} + 3H \dot{\phi} + \frac{d}{d\phi} V(\phi) = 0,
\]

(2.49)

which is equivalent to the Klein-Gordon equation (2.42). The Friedmann and Raychaudhuri equations reduces to the following,

\[
H^2 = \frac{1}{3} \left[ \frac{1}{2} \dot{\phi} + V(\phi) \right],
\]

(2.50a)

\[
\frac{\dot{a}}{a} = \dot{H} + H^2 = (1 - \epsilon)H^2,
\]

(2.50b)

where the parameter \( \epsilon = -\dot{H}/H^2 \) is a slow roll parameter. In terms of \( \epsilon \), the condition for inflation to occur is \( \epsilon < 1 \). Another useful slow roll parameter is \( \eta = \dot{\epsilon}/\epsilon H \) [42].
2.3.3 The Slow Roll Approximation

Within the slow roll approximation, characterized by the condition \( V(\phi) \gg \dot{\phi}^2 \), one can have analytic solutions for the equations (2.49)–(2.50). Upon differentiation, the slow roll approximation results in \( dV/d\phi \gg \ddot{\phi} \). With this approximation, the dynamical equations (2.49) and (2.50) reduce to the following system

\[
3H\dot{\phi} = -\frac{d}{d\phi}V(\phi), \quad (2.51)
\]
\[
H^2 = \frac{1}{3}V(\phi), \quad (2.52)
\]
\[
\dot{H} = -\frac{1}{2}\dot{\phi}^2. \quad (2.53)
\]

Moreover, the slow roll parameters \( \epsilon \) and \( \eta \) can be given in terms of the potential \( V(\phi) \) and its derivatives [42, 9],

\[
\epsilon \equiv \frac{1}{2} \left( \frac{1}{V(\phi)} \frac{dV(\phi)}{d\phi} \right)^2 \ll 1, \quad (2.54)
\]
\[
\eta \equiv \left( \frac{1}{V(\phi)} \frac{d^2V(\phi)}{d\phi^2} \right)^2 \ll 1. \quad (2.55)
\]

Solutions of the system (2.51)–(2.53) suggest that the Hubble parameter is held constant while the scale factor grows exponentially during the inflationary phase,

\[ a(t) \propto e^{\sqrt{3}Ht} , \quad (2.56) \]

or in terms of the potential \( V(\phi) \)

\[ a(t) \propto \exp \left( \sqrt{\frac{1}{3}V(\phi)}t \right) . \quad (2.57) \]

The epoch of inflation will last as long as the condition (2.47) is satisfied. Naturally, as the inflaton rolls down the potential \( V(\phi) \), the condition will inevitably no longer be satisfied and inflation ends. A fundamental concept in inflationary theories is that of the number of e-foldings \( N \) of the scale factor. This number quantifies the amount of inflation that occurs. It is expressed through the ratio of the scale factor at the end of inflation to its value at the
beginning of inflation, according to

\[ N = \ln \frac{a(t_{\text{end}})}{a(t)}. \]  

(2.58)

Within the slow roll approximation, the number of e-foldings that result as the scalar field rolls from \( \phi_1 \) to \( \phi_2 \) is given by

\[ N = \int_{t_1}^{t_2} H dt, \]  

(2.59)

\[ = \int_{\phi_1}^{\phi_2} \frac{H}{\dot{\phi}} d\phi. \]  

(2.60)

The number of e-foldings that are necessary to solve the problems outlined in §2.3.1 can be shown to be, \( N \gtrsim 60 - 70. \)

There are other proposed inflationary paradigms other than the single field inflation, see [255, 147, 146, 258, 38, 289, 254] for detailed discussions. [147, 146], power law inflation [258], intermediate inflation [38, 289] and hybrid inflation [254].

### 2.3.4 Primordial Fluctuations

The inflationary phase is crucial to the success of the standard model of cosmology. Although it was initially postulated to solve the problems outlined in §2.3.1, it has several by-products which makes it even more appealing to cosmology. In particular, inflationary theories present a mechanism for the generation of scalar and tensor fluctuations at horizon exit. Such fluctuations will generally manifest themselves as density and gravitational wave perturbations, respectively. It is possible for these perturbations to interact with a preexisting weak magnetic field, thus providing an amplification mechanism for the latter. We deal with this phenomenon in Chapter 5.

**Scalar Fluctuations**

The quantum fluctuations of the inflaton field generated during the slow-roll phase will freeze in and become classical at horizon exit [86, 106, 42]. In general, inflation predicts a scale-invariant power law form for the power spectrum of scalar fluctuations,

\[ P_R = A_s \left( \frac{k}{k_0} \right)^{n_s - 1}, \]  

(2.61)
where $k_0$ is a pivot scale, the parameters $A_s$ and $n_s$ are the amplitude of the primordial fluctuations and the scalar spectral index respectively. The amplitude $A_s$ is related, during the slow roll approximation, to the potential via,

$$A_s = \frac{V(\phi)}{24\pi^2 M_{\text{pl}}^4 \epsilon}.$$  \tag{2.62}

On the other hand, the scalar spectral index $n_s$ can be written in terms of the slow roll parameters $\epsilon$ and $\eta$ as

$$n_s = 1 - 6\epsilon + 2\eta.$$  \tag{2.63}

Thus constraints on the scalar spectral index immediately translate into constraints for the inflationary potential $V(\phi)$ (cf. equations 2.54 and 2.55). We note that since during the slow rolling phase $\epsilon \ll 1$ and $\eta \ll 1$, the scalar spectral index is almost unity, $n_s \approx 1$, thus guaranteeing the scale invariance of (2.61). CMB Constraints from Planck set the following bounds on the inflationary parameters [9],

$$\ln(10^{10} A_s) = 3.089^{+0.024}_{-0.027},$$  \tag{2.64}

$$n_s = 0.9603 \pm 0.0073.$$  \tag{2.65}

Figure 2.5 shows joint 1$\sigma$ and 2$\sigma$ confidence regions for the scalar spectral index $n_s$ and tensor-to-scalar ratio $r_{0.002}$ (see below) using Planck data compared to predictions of some selected inflationary models [9].

### Tensor Fluctuations

In a similar fashion, a generic feature of inflationary scenarios is the production of primordial gravitational waves. The power spectrum of inflationary tensor fluctuations is given by,

$$P_T = A_T \left( \frac{k}{k_0} \right)^{n_T},$$  \tag{2.66}

where $k_0$ is the pivot scale, $A_T$ is the tensor amplitude and $n_T$ is the tensor spectral index. In terms of the potential $V(\phi)$, the tensor amplitude takes the form,

$$A_T = \frac{2V(\phi)}{3\pi^2 M_{\text{pl}}^4}.$$  \tag{2.67}
The tensor spectral index $n_T$ on the other hand is related the slow roll parameter $\epsilon$ through

$$n_T \equiv \frac{d \ln P_h(k)}{d \ln k}, \quad (2.68)$$

$$= -2\epsilon, \quad (2.69)$$

and is expected to be small, in accordance with the slow roll approximation. It is worth noting that for the simple case of single field inflation, the tensor spectrum is not independent of the other inflationary parameters. In particular, we define the tensor-to-scalar ratio $r$ in the slow roll limit according to,

$$r \equiv \frac{P_T(k)}{P_s(k)} \approx 16\epsilon \approx -8n_T. \quad (2.70)$$

which is commonly referred to as the consistency relation.

Primordial tensor modes can be observed through their signatures in the CMB. In particular, the tensor modes are expected to induce temperature fluctuations along with E- and B-mode polarization in the CMB. Several CMB experiments have been commissioned with prospects of detecting primordial B-mode polarization. Of particular interest in this context is the BICEP2\(^1\) experiment, which has recently announced the detection of a primordial B-mode signal in the CMB [7]. This result amounts to a somewhat indirect detection of primordial gravitational waves. The constraint on the tensor-to-scalar ratio $r$ as reported in [7] is,

$$r = 0.20^{+0.07}_{-0.05}, \quad (2.71)$$

at the pivot scale $k = 0.05 \text{ Mpc}^{-1}$, with $r = 0$ excluded at the 7$\sigma$ confidence level. However, there has since been doubt cast over the reliability of the BICEP2 results owing to the fact that Galactic dust, whose effects were underestimated in [7], can mimic the B-mode signal. See [7, 313] for more detail and rigor on this topic.

### 2.4 Distances in Cosmology

Because cosmological observations are made on our past null cone, physical distances are no longer measurable and one has to be clear what is meant by ‘distances’ in cosmology. The common convention in observational cosmology is to define distances operationally, i.e. in terms of observable quantities. There are several notions of distance in observational cosmol-\[^1\]Background Imaging of Cosmic Extragalactic Polarization.
Figure 2.5: Constraints for $n_s$ and $r_{0.002}$ at the 1σ and 2σ confidence levels from Planck (in combination with other datasets) [9].

The two most commonly used distances are the Luminosity and Angular diameter distances which are respectively defined as [395, 209]

$$d_L = (L/4\pi F)^{1/2} \quad \text{and} \quad d_A = R/\alpha,$$

(2.72)

where $L$ is the Luminosity of the source, $F$ is the flux measured by the observer, $R$ is the proper size of the object and $\alpha$ is the angle it subtends on the sky. These definitions exploit the notion of,

- **Standard Candles**

  These are objects of known intrinsic luminosity, such that flux measurements will readily determine their distance. Type Ia supernovae fall into this category [332, 325, 310]. These are thought to occur when a white dwarf accretes enough matter to reach a mass close to the Chandrasekhar limit of 1.44 $M_\odot$. This is the largest possible mass that can be supported by electron degeneracy pressure. Further accretion, within this limit, leads to a range of physical processes that ultimately result in a thermonuclear supernova explosion. Because the exploding star always has a mass close to the Chandrasekhar limit, there is very little variation in the absolute luminosities of the supernovae of this kind. This property makes them good standard candles, subject to
calibration [375, 242, 265].

- **Standard Rulers**
  These are objects of known diameter scales. A representative example in this category is Baryon Acoustic Oscillations [151, 43, 128, 176]. Before decoupling, photons and baryons are thought to have formed a tightly coupled photon-baryon fluid supporting a standing wave acoustic oscillation. This oscillation is induced, in some overdense region of the cosmic plasma, by rarefactions and compressions as a result of the counteracting forces of gravity and the repulsive pressure created as the photons interact with matter through Thomson scattering. Once photons decoupled from the baryons, they traveled freely without much interactions with matter. These free-streaming photons make up the CMB and have, encoded within their distribution, the snapshot of the oscillation just before decoupling.

These and other types of distance measurements play a major role in extragalactic astronomy and cosmology, see for instance [395, 396] on this topic. In practice, the expressions (2.72) need to be modified to account for curvature and expansion of spacetime in a cosmological setting. In a FLRW cosmological model, the Luminosity distance is given by

\[ d_L = \frac{c(1 + z)}{H_0 \sqrt{-\Omega_k}} \sin \left[ \sqrt{-\Omega_k} \int_0^z \frac{dz'}{E(z')} \right], \tag{2.73} \]

where the quantity \( E(z) \) is given by Equation (2.33). The angular diameter distance can be obtained in a similar manner by using the fact that the Luminosity distance \( d_L \) and angular distance \( d_A \) are linked by the distance duality relation [159]:

\[ d_L = (1 + z)^2 d_A. \tag{2.74} \]

It is important to note that the distance duality relation (2.74), sometimes referred to as the reciprocity relation, is independent of the adopted theory of gravity and matter content of the space time [104]. Because they are given in terms of cosmological parameters, the Luminosity and Area distance measures play a major role in cosmological parameter estimation methods. standard candles and standard rulers with known luminosity and angular size properties respectively. The Luminosity distance measures are used in connection with Type Ia supernovae observations. Similarly the angular diameter distance is used in connection with Baryon Acoustic Oscillations (BAO) observations.
Using the expression (2.15), one can rewrite the Luminosity distance in terms of a series expansion in redshift, resulting in the expression [110, 391],

\[
d_L = \frac{cz}{H_0} \left[ 1 + \frac{1}{2} (1 - q_0) z + \frac{1}{6} (q_0 + 3q_0^2 - j_0 - \Omega_{k,0}) z^2 \\
+ \frac{1}{24} \left( 2 - 2q_0 - 15q_0^2 - 15q_0^3 - 10j_0q_0 + 5j_0 + s_0 + 2\Omega_{k,0} + 3q_0\Omega_{k,0} \right) z^3 + \mathcal{O}(z^4) \right].
\] (2.75)

The distance-redshift relation is an important concept in observational cosmology, particularly supernovae cosmology [29, 326]. It is interesting to note that for low redshift sources, the luminosity distance-redshift relation (2.75) becomes linear,

\[
d_L \simeq \frac{cz}{H_0},
\] (2.76)

which is the Hubble law (2.5) with recession velocity \( v = cz \). As a result, the expression (2.75) is sometimes referred to as the Hubble relation. One can derive new versions for the Hubble relation by using other distance measures other than the Luminosity distance \( d_L \) [105]. In fact, the traditional redshift expansion (2.75) breaks down and fails to converge for redshifts \( z > 1 \), and other parametrizations become necessary, see [105] for rigor and detail.

We conclude this section with the following theorem (see also [200, 119]) that highlights the importance of the Hubble relation in establishing issues of isotropy:

**Theorem 2.4.1 (Hasse and Perlick Theorem [200])** Consider a Lorentzian manifold \((\mathcal{M}, g)\) with an observer field \( V \). Then \((\mathcal{M}, g, V)\) admits an isotropic Hubble law of third order at every point \( p \in \mathcal{M} \) if and only if \((\mathcal{M}, g, V)\) is either redshift free or a FLRW model (locally around every point \( p \in \mathcal{M} \)).

### 2.5 Electromagnetic Fields

Electromagnetic field effects are often neglected in studies of galaxy formation and other cosmological studies. This is often justified by the assumption of charge neutrality in the cosmic plasma along with the fact that the gravitational force is expected to dominate over cosmological scales, compared to the Electromagnetic force. However, there is growing interest in the area of cosmic electromagnetism, in light of observations indicating the presence of magnetic fields in a wide range of astrophysical objects. Large scale magnetic fields of varying amplitudes have been observed in entire galaxy clusters, individual galaxies and other high redshift condensations. These fields are observed on characteristic scales of \( \sim 1 \) Mpc and
are of micro-Gauss strength, $10^{-7} - 10^{-5} \, G$ [240, 397]. The existence of such fields poses fundamental problems for cosmology [37], given that vector modes are expected to decay with the cosmological expansion. There are a variety of candidate mechanisms proposed to explain the origin and evolution of such fields, spanning different theories of physics [46].

### 2.5.1 Magnetic Field Observations

Of great importance in understanding the role and nature of magnetic fields in galaxy formation and cosmology in general is the observation of such fields at high redshifts, especially in galaxy clusters and the intergalactic medium. Observational techniques of magnetic fields rely on the following physical principles,

- **Faraday rotation**
  
  A polarized electromagnetic wave traveling through a magnetized plasma will undergo a rotation of its plane of polarization. The rotation measure $RM$ for a source at some cosmological distance $l_s$ is proportional to the strength of the permeating line-of-sight magnetic field $B_\parallel$ according to,
  
  $$RM = 8.12 \times 10^5 \int_0^{l_s} \frac{n_e(z)B_\parallel(z)}{(1+z)^2} \, dl(z) \quad (\text{rad m}^{-2}) ,$$  

  where $n_e$ is the number density of electrons in $cm^{-3}$ and the $(1+z)^{-2}$ factor accounts for the fact that the electromagnetic waves will be redshifted as they travel from the source to the observer. In the equation (2.77), $B_\parallel$ is measured in $\mu G$ and the distance is given in Mpc. In a standard flat $\Lambda$CDM cosmological model, the distance element $dl$ is related to the cosmological redshift through the relation,

  $$dl(z) = \frac{dz}{H_0(1+z)\sqrt{\Omega_{m,0}(1+z)^3 + \Omega_\Lambda}} ,$$  

  where $H_0$ is the Hubble constant, $\Omega_{m,0}$ and $\Omega_\Lambda$ are the present day energy densities of matter and dark energy.

By studying the Faraday rotation measures of polarized high redshift radio sources, and given the distribution of free electrons in the intergalactic medium, it is possible to place upper limits on uniform cosmological and intergalactic magnetic fields [350, 75, 235, 12].
• Synchrotron radiation
Relativistic cosmic-ray electrons propagating in a magnetized medium will spiral along magnetic field lines due to the Lorentz force acting on them. The accelerating charged particles induce non-thermal synchrotron emission in the radio region of the electromagnetic spectrum. For example, the diffuse radio emission from the Milky-Way has been attributed to cosmic rays traveling in interstellar magnetic fields \cite{167, 52}. As a result, radio-faint galaxies tend to have weaker magnetic fields compared to their radio-loud counterparts, see \cite{224} for a review on the subject. By exploiting this phenomenon one can study magnetic fields in astrophysical systems like pulsars, galaxies and clusters.

• Zeeman splitting
The presence of a magnetic field introduces a preferred direction such that the electronic energy levels of an atom are no longer independent of the angular momentum vector. As a result, spectral lines are split into several components, a phenomenon known as Zeeman splitting. Zeeman splitting offers a more direct way of measuring the strength of astrophysical magnetic fields, as opposed to rotation measures and synchrotron radiation which measure the line-of-sight component. The line shift associated with the energy splitting is given by,
\[
\frac{\Delta \nu}{\nu} = 1.4 g B / \nu ,
\]
where $B$ is measured in $\mu$G, $\nu$ is measured in Hz and the parameter $g$ is the Lande factor relating the angular momentum of an atom to its magnetic moment. Observations of magnetic fields relying on the Zeeman effect have been carried out for a number of astrophysical objects like galaxies, star forming regions, Masers, HII regions etc \cite{226, 323, 399, 328}, see also \cite{389}.

### 2.5.2 Constraining Primordial Magnetic Fields
One can constrain the strength of primordial magnetic fields by studying their effects on the Big bang Nucleosynthesis (BBN) process. Any magnetic fields that existed during the BBN epoch would have certain effects on the main predictions of the BBN process \cite{397, 185, 279}. In particular, one expects that the energy density of magnetic fields will induce a faster cosmological expansion rate, thus decreasing the time scale over which the BBN epoch will
last. In addition, in the presence of strong magnetic fields, one expects the nuclear reaction rates to be altered. These effects have been studied by several authors in the literature [107, 183, 227, 108]. Numerical studies calculating the element abundances, with the presence of homogeneous magnetic fields, lead to upper limits of order $10^{-6}$ G.

It is known that Primordial magnetic fields can seed, and in turn amplify, density perturbations in the baryonic plasma through the Lorentz force acting on the weakly ionized cosmic plasma [230]. These secondary perturbations are seeded independently from the standard adiabatic mode. Since after the recombination epoch, the baryonic fluid is gravitationally bound to cold dark matter, these perturbations are likely to leave an imprint on the dark matter fluid. As a result, one expects the effect of Primordial magnetic fields to leave a signature in the form of distortions in the linear matter power spectrum. In principle, the presence of a primordial magnetic field of nano-Gauss strength can induce fluctuations in the density field that are large enough to produce stronger clustering power of Ly$\alpha$ clouds, bigger cosmic shear, a larger number of galaxy clusters and other phenomena. Therefore, one can use such signatures as potential probes of the strength and statistics of Primordial magnetic fields [394, 134, 340, 93].

Observations of the CMB anisotropies can also be used to constrain primordial magnetic fields. In this case one exploits the fact that a homogeneous magnetic field in a slightly anisotropic universe will cause the universe to expand at different rates in different directions. This trait is due to the fact that expansion along the direction parallel to the field lines is somewhat disfavored because of the opposing magnetic tension. On the other hand, expansion in directions orthogonal to the field lines is favored because of the magnetic pressure [264, 408, 39]. Current limits on a stochastic primordial magnetic field from the cosmic microwave background radiation constrains the amplitude to be $B < 3.4 \times 10^{-9}$ G at the 1 Mpc scale, with a spectral index $n_B < 0$ [8, 301, 341]. In this case, one parametrizes the amplitude of such a field as

$$B^2 = \int_0^\infty \frac{dk k^3}{2\pi^2} e^{-k^2\lambda^2} p_B(k),$$

$$= \frac{A}{4\pi^2\lambda^{n_B+3}} \Gamma \left( \frac{n_B + 3}{2} \right),$$

where the constraint $n_B > -3$ has to be imposed to avoid infrared divergences. In principle, more stringent constraints can be obtained from the CMB trispectrum. For example, in [374], a present day limit of $B < 0.05 \times 10^{-9}$ G was found.

It is also possible to constrain primordial magnetic fields by looking at Faraday rotation in the polarization signal of the CMB [238]. In [96, 97] it was also argued that the anisotropy
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generated by a stochastic primordial magnetic field would have a significant effect on the production of gravitational waves in the early universe. Thus using constraints on the amplitude of gravitational waves from, say the Nucleosynthesis epoch, one can constrain the strength of magnetic fields allowed at early times.

2.5.3 Challenges for Primordial Magnetic Fields

To date, no detection of magnetic fields has been classified as cosmological. The observed fields are often tied to some gravitationally bound systems like galaxies and galaxy clusters. However, there is increasing speculation that such fields could be of primordial origin [213]. This consideration is in line with the observed hemispherical power asymmetry in the CMB [10, 132, 187, 286, 337, 245] and is further substantiated by the observation of magnetic fields in galaxies at high redshift and in the intergalactic medium [223, 61, 366, 23]. The problem in this scenario is that the presence of cosmological magnetic fields is not consistent with the cosmological principle. While it is possible to have uniform magnetic fields permeating a homogeneous cosmological spacetime, such a spacetime is no longer isotropic as there will be preferred directions along the field lines. In other words, one may have to abandon the simple ΛCDM cosmological model which is based on the homogeneous and isotropic FLRW spacetime.

The main problem however may be to explain the physical origin and subsequent evolution of primordial magnetic fields in an expanding universe. It is now widely believed that the structure of magnetic fields in spiral galaxies is consistent with magnetic field amplification and ordering via the magnetohydrodynamic (MHD) dynamo mechanism [330]. The MHD dynamo mechanism can produce amplification factors of up to $\sim 10^8$ but requires a seed field as large as $10^{-20} - 10^{-30}$ G in order to explain the observed galactic fields [133]. As a result the mechanism cannot in itself explain the origin of primordial magnetic fields. Additionally, adiabatic contraction of magnetic flux lines during cosmological structure formation can enhance galactic fields by a factor of $\sim 10^3$. Again, this mechanism requires a seed field that has to have been generated by some process pre-dating the epoch of structure formation.

Among the physical mechanisms proposed to explain the origin of the seed field is one due to Harrison [199]. This mechanism rests on the fact that non-zero vorticity in the pre-recombination photon-baryon plasma can generate weak magnetic fields of about $\sim 10^{-25}$ G. However, vorticity is not a generated mode at first order in perturbation theory and has to be put in as an initial condition. Second order treatments of the pre-recombination plasma in terms of a Kinetic theory description has also been used to generate the required seed fields [178, 166, 232, 219, 363, 266]. The key idea is a preferential Thompson scattering of photons
off free electrons, over the scattering off protons (the scattering off protons is suppressed by a factor \((m_e/m_p)^2\)) which induces differences in the proton and electron velocity fields. Electric fields are then induced to counter charge separation between the electrons and protons. The generated electric fields will then feed in the magnetic induction equation to generate magnetic fields at second order in perturbation theory. The photon anisotropic stress also couples to the electron velocities and contributes to the magnetic field sources. In addition, other arguments relying on electroweak and QCD phase transitions \([210, 98, 386, 207, 11]\), topological defects \([211]\), velocity perturbations \([64]\) etc. have been proposed as candidate mechanisms, see also \([46, 141]\). The generated fields, however, are usually too weak to leave any detectable imprint on the CMB \([166]\). This is not surprising given the form of the fluid quantities of a magnetic field (see §3.3.2). In particular, the energy density \(\mu_B = B^2/2\), the isotropic pressure \(p_B = B^2/6\) and the anisotropic pressure \(\Pi_{ab} = B_{(a}B_{b)}\) of a field generated at second order will manifest at fourth order in perturbation theory, which is not relevant for CMB anisotropies.

In addition to meeting the right strengths, the generated fields must be of the right scale to match those observed today. One of the problems of primordial generation mechanisms in general is that although some may reach the required strengths, they are causal in nature. This means that their coherence scales cannot exceed the Hubble scale during the time of magnetic field generation. By comparison, the galactic scale today is well outside the Hubble scale at such early epochs. Moreover, the small scale fields i.e, those that are already sub-horizon before matter-radiation equality cannot reach the recombination epoch due to micro-physical mechanisms such as magnetic and photon diffusion processes \([46]\). A possible solution to the scale problem may be the inverse cascade process, whereby magnetic energy is transferred to increasingly larger scales \([129, 351, 74]\). This mechanism however, requires strongly helical magnetic fields. On the other hand, Inflation and other pre-Big Bang models capable of causally producing super horizon perturbations are often invoked to circumvent the scale problem. However, the residual magnetic fields surviving the exponential expansion accompanying many inflationary models are thought to be too weak to be of cosmological relevance.\(^2\). This is a consequence of the fact that electromagnetic fields are conformally coupled to gravity. It is nevertheless possible to break the conformal invariance through some non standard couplings of electromagnetic fields to other fields such as the dilaton field to avoid the accompanying exponential dilution of the magnetic fields during the inflationary era \([385, 321, 276, 173]\). The primordial fields are also constrained by the fact that the

\(^2\)This is not a generic feature of all Friedmann universes however. It is possible to ‘preserve’ primordial magnetic fields in an open Friedmann universe; the hyperbolic geometry can slow down the adiabatic decay of the field leading to superadiabatic amplification \([41, 382]\), see also \([6]\).
anisotropic stress of the produced magnetic fields contains a spin-2 component and will result in an overproduction of gravitational waves at horizon crossing which is inconsistent with standard BBN constraints [96, 97]. In essence, strong primordial magnetic fields are not consistent with limits from the BBN epoch, CMB anisotropies and gravitational wave limits. This feature favors the idea that the primordial seed field may have been weak and subsequently amplified by some other mechanism.
Chapter 3

1+3 Covariant Approach to Cosmology

3.1 Preliminaries

Spacetimes are commonly described through the metric approach, where solutions of the field equations involve specifying the metric functions $g_{ij}(x^k)$ which are described in some coordinate system. However, coordinate independent approaches are possible. For example, one can use the Covariant formalism, based on a 1+3 decomposition of geometric quantities with respect to a fundamental four velocity $u^a$. One of the attractive aspects of this approach to General Relativity is that the underlying dynamical equations have a stronger appeal from a geometric standpoint, when compared to the quasi-linear, second-order partial differential equation form, which the Einstein field equations take in the metric based approach. Alternatively, one can adopt the 1+3 orthonormal frame (ONF) formalism which contains the 1+3 Covariant equations as a subset, while simultaneously guaranteeing the existence of a corresponding metric. For a review on the cosmological applications of the 1+3 covariant approach, the reader is referred to \[152, 156, 160\]

In the Covariant approach, we assume the existence of a unique timelike vector field $u^a$, representing the average 4-velocity matter at each point,

$$u_a = \frac{dx^a}{d\tau}, \quad u_a u^a = -1,$$  

(3.1)

where the $x^a$ are general coordinates and $\tau$ measures the proper time along the world line. The key equations governing the full structure of the spacetime are derived from the Ricci and the once and twice contracted Bianchi identities applied to the 4-velocity vector $u^a$. The
Einstein field equations, in this case, play a lesser role than in the metric based approach. One invokes them simply to relate the curvature of spacetime to the local matter content. This feature makes the Covariant approach appealing in certain cases, especially when modified gravity theories are involved. This splitting uniquely defines two projection tensors $U^a$ and $h^a_b$ which project along and orthogonal to the 4-velocity $u^a$. These projection tensors are defined by,

$$U^a_b = -u^a u_b, \quad (3.2)$$

$$h^a_b = \delta^a_b + u^a u_b, \quad (3.3)$$

such that the following relations hold,

$$U^a_c U^c_b = U^a_b, \quad U^a_a = 1, \quad U_{ab} u^b = u_a, \quad (3.4)$$

$$h^a_c h^c_b = h^a_b, \quad h^a_a = 3, \quad h_{ab} u^b = 0. \quad (3.5)$$

We define two projected covariant derivatives: the convective time derivative along $u^a$ and the spatially projected covariant derivative

$$\dot{Q}^{a\cdots b}_{c\cdots d} \equiv u^e \nabla_e Q^{a\cdots b}_{c\cdots d}, \quad (3.6)$$

$$D^e Q^{a\cdots b}_{c\cdots d} \equiv h^a_p \cdots h^b_q h^c_r \cdots h^d_s h^f e \nabla_f Q^{p\cdots q}_{r\cdots s}, \quad (3.7)$$

respectively. The two derivatives generally do not commute, see §3.9. In addition, one can identify a unique effective volume element $\epsilon_{abc}$ on the rest spaces

$$\epsilon_{abc} = \eta_{abcd} u^d, \quad (3.8)$$

where, $\eta_{abcd}$ is the alternating tensor of the full space time and is given by,

$$\eta_{abcd} = -\sqrt{|g|} \delta^0_a \delta^1_b \delta^2_c \delta^3_d, \quad \eta^{abcd} \eta_{pqrs} = 4! \delta^a_p [a \delta^b_q \delta^c_r \delta^d_s]. \quad (3.9)$$

By contracting on the Levi-Civita tensor of the spatial hypersurface $\epsilon_{abc}$, one arrives at the
following identities,

\[ \epsilon_{abc} \epsilon^{def} = 3! h_{a}^{[a} h_{b}^{b} h_{c}^{c]} f, \quad (3.10) \]
\[ \epsilon_{abc} \epsilon^{cef} = 2! h_{a}^{[a} h_{e}^{e} f, \quad (3.11) \]
\[ \epsilon_{abc} \epsilon^{bcf} = 2! h_{f}^{f}, \quad (3.12) \]
\[ \epsilon_{abc} \epsilon^{abc} = 3! . \quad (3.13) \]

In addition, the following relations are useful.

\[ D_{a} h_{bc} = 0, \quad D_{a} \epsilon_{bcd} = 0, \quad \dot{h}_{ab} = 2 u(a \dot{u}_{b}), \quad \dot{\epsilon}_{abc} = 3 u[a \epsilon_{bc]d} \dot{u}^{d}. \quad (3.14) \]

We generally use angular brackets on free indices to indicate orthogonal projection of vectors and the orthogonally projected symmetric trace free (PSTF) part of tensors,

\[ V_{(a)} = h_{a}^{b} V_{b}, \quad T_{(ab)} = [h_{(a}^{c} h_{b)}^{d} - \frac{1}{3} h_{cd} h_{ab}] T_{cd} . \quad (3.15) \]

One can use the orthogonal projected covariant derivative to define covariant divergence \textit{div} and \textit{curl} operators akin to standard three dimensional vector calculus. These operators are defined as,

\[ \text{div} V = D^{a} V_{a}, \quad (\text{div} T)_{a} = D^{b} T_{ab} , \quad (3.16) \]

for the divergence, and

\[ \text{curl} V_{a} = \epsilon_{abc} D^{b} V^{c}, \quad \text{curl} T_{ab} = \epsilon_{cd(a} D^{c} T_{b)}^{d} , \quad (3.17) \]

for the curl operator.

### 3.2 Kinematic Quantities

The basic equations are then characterized by the irreducible parts of the first covariant derivative of the time like vector \( u_{a} \)

\[ \nabla_{a} u_{b} = -u_{a} A_{b} + D_{a} u_{b} = -u_{a} A_{b} + \frac{1}{3} \Theta h_{ab} + \sigma_{ab} + \omega_{ab} , \quad (3.18) \]
This characterization of the kinematic quantities dates back to works by Raychaudhuri, Schüking and Ehlers, see for example [150]. The dynamical variables on the right hand side of Equation (3.18) have a physical meaning. Consider a sphere of fluid particles. The possible dynamics of such a sphere can be broken down into,

- **Acceleration**
  
  The quantity \( A_a \) defined as
  \[
  A_b = u^c \nabla_c u_b ,
  \]
  is the relativistic acceleration vector representing the effect of forces other than gravity alone on the fluid sphere.

- **Expansion**
  
  The rate of volume expansion \( \Theta \) is defined as
  \[
  D_a u^a = \Theta .
  \]
  The action of \( \Theta \) alone transforms the fluid sphere to a similar sphere with a different

\(^1\)This is actually the English translation of the original 1961 article.
volume. This corresponds to case (a) in Figure 3.1. The variable $\Theta$ is related to the Hubble parameter in a FLRW cosmological model by

$$H \equiv \frac{\dot{a}}{a} = \frac{1}{3} \Theta. \quad (3.21)$$

- **Vorticity**

  The antisymmetric vorticity tensor $\omega_{[ab]}$ defined via

  $$\omega_{ab} = D_{[a} u_{b]}, \quad (3.22)$$

  describes the rigid rotation of the fluid relative to a non-rotating frame. It is common to define the vorticity vector $\omega_a$,

  $$\omega_a = \frac{1}{2} \epsilon_{abc} \omega^{bc} \Rightarrow \omega_a u^a = 0, \quad \omega_{ab} = \epsilon_{abc} \omega^c. \quad (3.23)$$

  Thus the action of $\omega_a$ alone on the fluid sphere will rotate the sphere along some axis, leaving the volume invariant. This corresponds to case (c) in Figure 3.1

- **Shear**

  The symmetric trace-free rate of shear tensor $\sigma_{(ab)}$ defined as

  $$\sigma_{ab} = D_{(a} u_{b)} \quad (3.24)$$

  describes the rate of distortion of the fluid flow. The action of $\sigma_{ab}$ alone on the fluid sphere will distort the sphere, without changing its overall volume. This corresponds to case (b) in Figure 3.1.

### 3.3 The Energy-Momentum Tensor

An arbitrary energy momentum tensor $T_{ab}$ of matter sources in the phenomenological fluid description can be decomposed into its irreducible parts relative to the fundamental congruence $u_a$ as,

$$T_{ab} = \mu u_a u_b + p h_{ab} + 2 q_{(a} u_{b)} + \pi_{ab}. \quad (3.25)$$

This represents an imperfect, self gravitating fluid that is comoving with the preferred timelike vector field $u_a$. The quantities appearing in (3.25) have a physical interpretation. We make
the following identifications,

\[ \mu = T_{ab} u^a u^b , \]  
\[ p = \frac{1}{3} T_{ab} h^{ab} , \]  
\[ q_a = -T_{bca} u^b h^{ca} , \]  
\[ \pi_{ab} = T_{cald} h^c_d h_a^b , \]

where \( \mu \) is the relativistic energy density, \( p \) is the isotropic pressure, \( q_a \) is the relativistic momentum density, representing the energy flux relative to the congruence \( u_a \), and \( \pi_{ab} \) is the anisotropic pressure. We note that a perfect fluid is characterized by a vanishing momentum density and anisotropic stress, \( q_a = 0 = \pi_{ab} \).

In a thermodynamic context, in addition to the energy momentum tensor \( T_{ab} \), one needs the particle flux \( N_a \) and the entropy flux \( S_a \). The energy momentum tensor is required to satisfy the Bianchi identities while \( S_a \) satisfies the Second law of thermodynamics, i.e

\[ \nabla^a T_{ab} = 0 , \quad \nabla_a S^a \geq 0 . \]  

A simpler description arises when one assumes a barotropic equation of state \( p = p(\mu) \). This is often given in the form

\[ p = w \mu , \]  

where for cosmological relevance, the equation of state parameter \( w \) assumes the values \(-1, 0, 1/3\) corresponding to the cosmological constant \( \Lambda \), pressureless dust and radiation fluid respectively.

### 3.3.1 Scalar Fields

Scalar fields are of theoretical importance in cosmology. They play a role in inflationary theories in the early universe, and in quintessence models to explain the late time accelerated expansion of the universe. A minimally coupled scalar field \( \phi \) has energy momentum tensor of the form,

\[ T_{ab} = \nabla_a \phi \nabla_b \phi - g_{ab} \left( \frac{1}{2} \nabla_c \phi \nabla^c \phi + V(\phi) \right) . \]
We can interpret this as a perfect fluid with energy density and pressure given respectively by,

\[ \mu = -\frac{1}{2} \nabla_a \phi \nabla^a \phi + V(\phi) , \quad (3.33) \]

\[ p = -\frac{1}{2} \nabla_a \phi \nabla^a \phi - V(\phi) . \quad (3.34) \]

The dynamics of \( \phi \) are governed by the Klein-Gordon equation

\[ \nabla_a \nabla^a \phi - \frac{\partial V}{\partial \phi} = 0 , \quad (3.35) \]

which is a direct consequence of the conservation equation \( \nabla^a T_{ab} = 0 \), with the energy momentum tensor \( T_{ab} \) given by (3.32). Within the covariant approach, we can choose the fundamental four velocity \( u^a \) to be the unique timelike vector (with unit magnitude),

\[ u^a = \frac{\nabla^a \phi}{\sqrt{-\nabla_b \phi \nabla^b \phi}} . \quad (3.36) \]

Having chosen the four velocity field \( u_a \), one can proceed to calculate the kinematical quantities \( \{ \Theta, \omega_a, \sigma_{ab} \} \) of §3.2 in order to present a formal description of the scalar field dynamics in terms of fluid variables.

### 3.3.2 Electromagnetic Fields

The Maxwell field tensor \( F_{ab} \) decomposes relative to the fundamental observer as,

\[ F_{ab} = 2u[aE_b] + \epsilon_{abc}B^c , \quad (3.37) \]

where,

\[ E_a = F_{ab}u^b \quad \text{and} \quad B_a = \frac{1}{2}\epsilon_{abc}F^{bc} \quad (3.38) \]

are respectively the Electric and Magnetic field as measured by the fundamental observer moving with 4-velocity \( u^a \). These are 3-vectors on the spacelike hypersurface, \( E_a u^a = 0 = B_a u^a \).

It is also possible to give a fluid description of electromagnetic fields. In this case the energy momentum tensor of the electromagnetic field is given in terms of the Faraday tensor.

This assumes the form,

\[ T_{ab} = F_{ac}F^{c}_b - \frac{1}{4} g_{ab}F^{cd}F_{cd} . \quad (3.39) \]
Using the expression (3.37) for the Faraday tensor, one can write (3.39) as,

\[ T_{ab} = \frac{1}{2} (E^2 + B^2) u_a u_b + \frac{1}{6} (E^2 + B^2) h_{ab} + 2 u_{(a} \epsilon_{bc)d} E^c B^d - (E_{(a} E_{b)} + B_{(a} B_{b)}) , \]

(3.40)

where \( E^2 = E_a E^a \) and \( B^2 = B_a B^a \) are the magnitudes of the fields \( E_a \) and \( B_a \) respectively. This expression corresponds to an imperfect fluid with energy density \( \mu \), isotropic pressure \( p \), heat flux \( Q_a \) and anisotropic stress \( P_{ab} \) given respectively by

\[ \mu = \frac{1}{2} (E^2 + B^2) , \]

(3.41)

\[ p = \frac{1}{6} (E^2 + B^2) , \]

(3.42)

\[ Q_a = \epsilon_{abc} E^b B^c , \]

(3.43)

\[ P_{ab} = -(E_{(a} E_{b)} + B_{(a} B_{b)}) . \]

(3.44)

### 3.3.3 Energy Conditions

For standard matter, it is customary to impose certain conditions on the energy momentum tensor \( T_{ab} \) in a quest to capture certain canons of standard physics, such as the the fact that energy is never negative. These energy conditions are summarized in Table 3.1.

It is interesting to note that the Strong Energy Condition (SEC) has to be violated by the inflaton field during the inflationary era and also by a cosmological constant \( \Lambda \). In fact, from the Raychaudhuri equation (2.22b), we conclude that accelerated expansion occurs when \( \mu + 3p < 0 \) which in terms of the equation of state parameter \( w \) translates into \( w < -1/3 \).

### 3.4 The Gravitational Field

In the geometric description of gravity, spacetime curvature is encoded in the Riemann tensor \( R_{abcd} \). This tensor is defined through the Ricci identity,

\[ \nabla_{[a} \nabla_{b]} u^c = R_{abcd} u^d . \]

(3.45)

The Riemann tensor can be algebraically decomposed into a trace part represented by the Ricci tensor \( R_{ab} = R^c_{acb} \) and a trace-free part \( C_{abcd} \) as,

\[ R_{abcd} = C_{abcd} + g_{a[c} R_{d]b} - g_{b[c} R_{d]a} - \frac{1}{3} R g_{a[c} g_{d]b} . \]

(3.46)
Table 3.1: In this table, we give a summary of the energy conditions, where the vectors $u^a$ and $k^a$ are arbitrary timelike and null respectively.

<table>
<thead>
<tr>
<th>Energy condition</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weak</td>
<td>$T_{ab}u^a u^b \geq 0, \quad \mu \geq 0, \quad \mu + p \geq 0$</td>
</tr>
<tr>
<td>Null</td>
<td>$T_{ab}k^a k^b \geq 0, \quad \mu + p \geq 0$</td>
</tr>
<tr>
<td>Strong</td>
<td>$T_{ab}u^a u^b + \frac{1}{2}T^a_a \geq 0, \quad \mu + 3p \geq 0, \quad \mu + p \geq 0$</td>
</tr>
<tr>
<td>Dominant</td>
<td>$-T^a_b u^b, \quad \mu \geq 0, \quad \mu \geq</td>
</tr>
</tbody>
</table>

where the trace part $R_{ab}$ can be determined from the Einstein field equations and the trace-free part $C_{abcd}$, commonly referred to as the Weyl tensor cannot be determined from the Einstein field equations. This is clear because upon contracting on (3.46), which is necessary to recover the Ricci tensor, the Weyl tensor vanishes and so cannot be part of the field equations. Thus the Weyl tensor encodes tidal forces which cannot be determined locally by dynamical sources; it represents the free gravitational field, enabling gravitational action at a distance. Upon using the Bianchi identities $\nabla_a R_{abcd} = 0$ one arrives at the relation,

$$\nabla^d C_{abcd} = -\nabla_{[a} \left( R_{b]c} - \frac{1}{6} R g_{b]c} \right).$$  \hspace{1cm} (3.47)

In analogy with splitting the Maxwell field tensor $F_{ab}$ into a magnetic and an electric field, the Weyl tensor $C_{abcd}$ can be split covariantly into a ‘magnetic’ part $H_{ab}$ and an ‘electric’ part $E_{ab}$, relative to the timelike congruence $u_a$.

$$E_{ab} = C_{abcd} \epsilon^c u^d \quad E^a_a = 0, \quad E_{ab} u^b = 0, \hspace{1cm} (3.48)$$

$$H_{ab} = \frac{1}{2} \epsilon_{ade} C^d_{bc} u^c \quad H^a_a = 0, \quad H_{ab} u^b = 0. \hspace{1cm} (3.49)$$

The electric part of the Weyl tensor describes tidal effects, akin to the tidal tensor associated with the Newtonian potential, while the magnetic part describes the propagation of gravita-
tional radiation and has no Newtonian counterpart. With this identification, the Weyl tensor takes the form

\[
C_{abcd} = (4g_{a[p}g_{q]b}g_{c[r}g_{s]d} - \eta_{abpq}\eta_{cdrs})u^pu^rE^{qs} \quad (3.50)
\]

\[
+ 2(\eta_{abpq}g_{c[r}g_{s]a} + g_{a[p}g_{q]b}\eta_{cdrs})u^pu^rH^{qs} . \quad (3.51)
\]

Finally, using these decompositions, along with the Einstein field equations, one can cast the Riemann tensor in a form

\[
R_{abcd} = R_{abcd}^P + R_{abcd}^{I} + R_{abcd}^{H} + R_{abcd}^{E} , \quad (3.52)
\]

where,

\[
R_{abcd}^P = \frac{2}{3} (\mu + 3p - 2\Lambda)u^{[a}u_{[c}h^{b]}_{d]} + \frac{2}{3} (\mu + \Lambda)h^{[a}_{[c}h^{b]}_{d]} , \quad (3.53a)
\]

\[
R_{abcd}^{I} = -2u^{[a}h^{b]}_{[c}q_{d]} - 2u_{[c}h^{[a}q^{b]}_{d]} - 2u^{[a}w^{c}_{[c}h^{b]}_{d]} + 2h^{[a}_{[c}h^{b]}_{d]} , \quad (3.53b)
\]

\[
R_{abcd}^{H} = 2\epsilon^{cde}u_{[c}H_{d]e} + 2\epsilon_{cde}u^{[a}H^{b]e} , \quad (3.53c)
\]

\[
R_{abcd}^{E} = 4u^{[a}u_{[c}E^{b]}_{d]} + 4h^{[a}_{[c}E^{b]}_{d]} . \quad (3.53d)
\]

The above equations (3.53) show the relative contributions to the Riemann tensor \(R_{abcd}\) coming from the perfect \(R_{abcd}^P\) and imperfect \(R_{abcd}^{I}\) fluid component of the Energy-momentum tensor, while \(R_{abcd}^{H}\) and \(R_{abcd}^{E}\) are the contributions from the Magnetic and Electric part of the Weyl tensor, respectively.

### 3.5 Propagation and Constraint Equations

**Propagation**

Evolution equations for the kinematic variables \(\{\Theta, \omega_a, \sigma_{ab}\}\) are obtained by separating out the parallel projected part of the Ricci identity \((3.45)\) into its irreducible components. We refer the reader to [152] for an outline of the derivation. This results in the following equations,

\[
\dot{\Theta} - D_aA^a = -2\sigma_{ab}\sigma^{ab} + 2\omega_a\omega^a + A_aA^a - \frac{1}{3}\Theta^2 - \frac{1}{2}(\mu + 3p) + \Lambda , \quad (3.54)
\]

\[
\dot{\omega}_{(a)} - \frac{1}{2}\epsilon_{abc}D^bA^c = -\frac{2}{3}\Theta\omega_a + \sigma_{ab}\omega^b , \quad (3.55)
\]

\[
\dot{\sigma}_{(ab)} - D_{(a}A_{b)} = -\sigma_{c(a}\sigma_{b)c} - \omega_{(a}\omega_{b)} + A_{(a}A_{b)} - \frac{2}{3}\Theta\sigma_{ab} - E_{ab} + \frac{1}{2}\pi_{ab} . \quad (3.56)
\]
Equation (3.54), commonly referred to as the Raychaudhuri equation, is the basic equation of gravitational attraction and underlies the singularity theorem (Theorem 2.1.1 in §2.1.4). The repulsive nature of the cosmological constant and the identification of $\mu + 3p$ as the active gravitational mass density is evident from the Raychaudhuri equation. The vorticity term $\omega^{ab}\omega_{ab}$ acts to hold the matter apart, while the shear term $\sigma^{ab}\sigma_{ab}$ acts by pulling the world lines together.

From the Bianchi identities, one recovers the following propagation equations for the Electric and Magnetic parts of the Weyl tensor,

\[
\left( \dot{E}_{(ab)} + \frac{1}{2} \pi_{(ab)} \right) - \text{curl } H_{ab} + \frac{1}{2} \text{D}_{(a}q_{b)} = -\frac{1}{2}(\rho + p)\sigma_{ab} - \Theta \left( E_{ab} - \frac{1}{6}\pi_{ab} \right) - A_{(a}q_{b)}
+ 2A^c\epsilon_{cd(a}H_{b)}^d + 3\sigma_{c(a}E_{b)}^c - \omega^c\epsilon_{cd(a}E_{b)}^d
- \frac{1}{2}\sigma^c_{(a}\pi_{b)c} - \frac{1}{2}\omega^c\epsilon_{cd(a}\pi_{b)c}^d,
\]  

(3.57)

and

\[
\dot{H}_{(ab)} + \text{curl } E_{ab} - \frac{1}{2}\text{curl } \pi_{ab} = -\Theta H_{ab} + 3\sigma_{c(a}H_{b)}^c + \frac{3}{2}\omega^c\epsilon_{cd(a}q_{b)}
- \epsilon_{cd(a}\left[ 2A^cE_{b)}^d - \frac{1}{2}\sigma^c_{b}q^d - \omega^cH_{b)}^d \right],
\]  

(3.58)

respectively. These equations, showing the propagation of gravitational radiation, represent the gravitational counterparts of Maxwell equations (§3.6).

We also need propagation equations for the matter variables. These are derived from the conservation of matter $\nabla_aT^{ab} = 0$. Projecting along and orthogonal to the 4-velocity $u^a$ results in the energy conservation equation,

\[
\dot{\mu} + D_\alpha q^\alpha = -\Theta(\mu + p) - 2A_\alpha q^\alpha - \sigma_{ab}\pi^{ab},
\]  

(3.59)

and respectively, the momentum conservation equation

\[
\dot{q}^a + D^a p + D_b\pi^{ab} = -\frac{4}{3}q^a - \sigma^a q^b - (\mu + p)A^a - A_b\pi^{ab} - \epsilon^{abc}\omega_{bc}q_c.
\]  

(3.60)

**Constraints**

To complement the system (3.54)–(3.58), we give the following constraint equations which must be satisfied at each hypersurface during propagation. By projecting the Ricci identities (3.45) orthogonal to the 4-velocity $u^a$ we obtain the constraints (3.61), (3.62) and (3.62). Similarly, from the Bianchi identities one recovers the constraints (3.64) and (3.64).
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0 = (C_1)_a = D^b \sigma_{ab} - \frac{2}{3} D_a \Theta + \epsilon_{abc} [D^b \omega^c + 2 \mathcal{A}^b \omega^c] + q_a , \quad (3.61)

0 = (C_2) = D_a \omega^a - \mathcal{A}_a \omega^a , \quad (3.62)

0 = (C_3)_{ab} = H_{ab} + 2 \mathcal{A}_{(a} \omega_{b)} + D_{(a} \omega_{b)} - \text{curl} \sigma_{ab} , \quad (3.63)

0 = (C_4)_a = D^b \left( E_{ab} + \frac{1}{2} \pi_{ab} \right) - \frac{1}{3} D_a \mu + \frac{1}{3} \Theta q_a - \frac{1}{2} \sigma_{ab} q^b - 3 \omega^b H_{ab} - \\
\epsilon_{abc} \left[ \sigma^{bd} H^c_d - \frac{3}{2} \omega^b q^c \right] , \quad (3.64)

0 = (C_5)_a = D^b H_{ab} + (\mu + p) \omega_a + 3 \omega^b \left( E_{ab} - \frac{1}{6} \pi_{ab} \right) + \\
\epsilon_{abc} \left[ \frac{1}{2} D^b q^c + \sigma^{bd} \left( E^c_d + \frac{1}{2} \pi^c_d \right) \right] . \quad (3.65)

### 3.6 Maxwell Field Equations

The dynamics of the Faraday tensor $F_{ab}$ as governed by Maxwell’s equations are given by

\[
\nabla_{[a} F_{bc]} = 0 , \quad (3.66)
\]

\[
\nabla^b F_{ab} = J_a , \quad (3.67)
\]

where $F_{ab} = 2 \nabla_{[a} A_{b]}$ is the Faraday tensor, $A_{ab}$ is the 4-potential and $J_a$ is the 4-current. These equations can be decomposed covariantly into propagation and constraint equations according to [377, 40, 152]

\[
\dot{E}_{(a)} - \text{curl} B_a = -\frac{2}{3} \Theta E_a + \sigma_{ab} E^b + \epsilon_{abc} \left( \mathcal{A}^b B^c + \omega^b E^c \right) - \mu_0 J_{(a)} , \quad (3.68a)
\]

\[
\dot{B}_{(a)} + \text{curl} E_a = -\frac{2}{3} \Theta B_a + \sigma_{ab} B^b + \epsilon_{abc} \left( \mathcal{A}^b E^c + \omega^b B^c \right) , \quad (3.68b)
\]

\[
0 = D_a E^a - 2 \omega_a B^a - \frac{\rho_c}{\epsilon_0} , \quad (3.68c)
\]

\[
0 = D_a B^a + 2 \omega_a E^a . \quad (3.68d)
\]
where $\rho_c = -j_a u^a$ characterizes the charge density. From (3.67), one can write down a wave equation for the Maxwell field tensor $F_{ab}$,

$$\nabla^2 F_{ab} = -2 R_{abcd} F^{cd} + R_a^\ c F_{cb} + F_a^\ c R_{cb} + \nabla_b J_a - \nabla_a J_b ,$$

from which one can derive wave equations for the electric $E_a$ and magnetic $B_a$ field variables.

In the absence of gravitational interactions, the Maxwell’s equations (3.68)–(3.68d) reduce to their usual form,

$$\dot{E}_{(a)} - \text{curl } B_a = -\mu_0 J_{(a)} ,$$

$$\dot{B}_{(a)} + \text{curl } E_a = 0 ,$$

$$D_a E^a = \frac{\rho_c}{\epsilon_0} ,$$

$$D_a B^a = 0 .$$

The covariant form of the Maxwell equations set the stage for studying interactions with gravitational phenomena. In particular, we note the following interactions

- **Expansion**

  The coupling of the electromagnetic fields with expansion gives rise to the possibility of damping or amplification of a test field. For example, in a cosmological setting, the action of expansion alone serves to dilute any magnetic fields that may be present in the cosmic medium.

  Conversely, one expects that the action of contraction alone will serve to amplify any preexisting magnetic fields in the cosmic medium. It is fairly established that the universe is expanding, so this feature is not relevant for cosmological spacetimes at late times. However, in astrophysical contexts where a star can collapse into a neutron star or a charged black hole, this phenomenon is expected to play a role.

- **Rotation**

  Rotation is not expected to play a role in a FLRW spacetime. In fact, like the magnetic field, vorticity is diluted by the cosmological expansion. However, in astrophysical situations where neutrons stars or charged black holes have high angular momenta, the interaction with rotation is expected to become important.

  Moreover, in cases involving gravitational perturbations of high order, it has been shown that vorticity can be sourced. This phenomenon will not only induce interactions with preexisting fields, but has the potential within itself, to source electromagnetic fields.
• **Shear**

The action of the shear alone serves to amplify any preexisting magnetic field in the cosmic medium. Since gravitational waves are encoded in the shear tensor $\sigma_{ab}$, this phenomenon incorporates the possibility of observable electromagnetic signatures following an interaction with a gravitational wave. The study of interactions of preexisting fields with gravitational waves is the subject of Chapter 5.

• **Non inertial acceleration**

Non inertial acceleration can be linked to changes in the pressure of the cosmic fluid, which can in turn be linked to perturbations in the density field. The fact that magnetic fields have a non zero coupling with acceleration accommodates the possibility that density perturbations can affect the dynamics of magnetic fields in a cosmological setting. Again, we treat this phenomenon in Chapter 5.

### 3.7 Covariant Characterization of FLRW Models

To describe FLRW models within the covariant approach, we note that the spatially homogeneous and isotropic FLRW line element (2.1), reduces to,

$$ds^2 = -dt^2 + a(t)^2 h_{ab} dx^a dx^b.$$  \tag{3.74}

We refer the reader to [160] for a thorough treatment of the FLRW model in the covariant approach. For this metric, we have that the 4-velocity field is given by

$$u^0 = 1, \quad u^i = 0, \quad i = 1, 2, 3$$  \tag{3.75}

from which we can compute the kinematical variables, starting from

$$\nabla_a u_b = \frac{\dot{a}}{a} h_{ab} = -u_a A_b + \frac{1}{3} \Theta h_{ab} + \sigma_{ab} + \omega_{ab},$$  \tag{3.76}

This immediately suggests that

$$\Theta = 3 \frac{\dot{a}}{a}, \quad A_a = 0, \quad \sigma_{ab} = 0, \quad \omega_a = 0 = \omega_{ab}.$$  \tag{3.77}
Thus, relative to the congruence $u_a$, the kinematical variables have to be locally isotropic. Moreover, the FLRW spacetime is characterized by a perfect fluid matter tensor, i.e

$$\pi_{ab} = 0, \quad q_a = 0. \quad (3.78)$$

Spatial homogeneity implies that the spatial gradients of the energy density $\mu$, pressure $p$, and the expansion $\Theta$ vanish, i.e

$$D_a \mu = 0, \quad D_a p = 0, \quad D_a \Theta = 0. \quad (3.79)$$

These restrictions imply that the spacetime is conformally flat leading to the vanishing of the Weyl tensor,

$$C_{abcd} = 0 \quad \Rightarrow \quad E_{ab} = 0, \quad \text{and} \quad H_{ab} = 0. \quad (3.80)$$

The key background equations characterizing an isotropic and homogeneous cosmological model are recovered from covariant propagation equations by imposing the above conditions. In particular, the energy conservation equation (3.59) reduces to

$$\dot{\mu} = -(1 + w) \Theta \mu, \quad (3.81)$$

the Raychaudhuri equation (3.54) reduces to

$$\dot{\Theta} = -\frac{1}{3} \Theta^2 - \frac{1}{2} \mu (1 + 3w) + \Lambda, \quad (3.82)$$

where $w = p/\mu$ and finally the Friedmann equation

$$\mu + \Lambda = \frac{1}{3} \Theta^2 + \frac{3k}{a^2}. \quad (3.83)$$

In Chapter 5, we focus mainly on flat models $k = 0$ with vanishing cosmological constant $\Lambda = 0$. In this case, the scale factor evolution as recovered from the Raychaudhuri equation (3.82) is given by,

$$\frac{\ddot{a}}{a} = -\frac{1}{2} (1 + 3w) \left(\frac{\dot{a}}{a}\right)^2. \quad (3.84)$$
One can integrate (3.84), with initial values set at some arbitrary initial time \( t_i \), such that \( \Theta(t_i) = \Theta_i \). This leads to the following,

\[
\frac{\dot{a}}{a} = \frac{2H_i}{3H_i(1 + w)(t - t_i) + 2},
\]

where we have used the fact that \( \Theta_i = 3H_i \), where \( H_i \) is the Hubble parameter at the initial time \( t_i \). Of course, (3.85) is only an intermediate step, we continue the integration to recover the following solution for the scale factor,

\[
a = a_i \left[ \frac{3}{2} H_i (1 + w)(t - t_i) + 1 \right]^{\frac{2}{3(1+w)}}.
\]

(3.86)

It is convenient at this time to define a dimensionless time variable \( \tau \)

\[
\tau = \frac{3}{2} H_i (1 + w)(t - t_i) + 1,
\]

such that Equation (3.86) reduces to

\[
a = a_i \tau^{\frac{2}{3(1+w)}}.
\]

(3.88)

We will employ this time variable in Chapter 5.

### 3.8 The Ehlers-Geren-Sachs Theorem

Unlike spatial homogeneity, the isotropy postulate of the Cosmological principle is a directly observable quality. Indeed, observational data shows that the CMB is isotropic about us to within one part in \( 10^5 \). Given information about the isotropy of the CMB, one can make certain deductions about spatial homogeneity. One of the most important results in this regard is the Ehlers-Geren-Sachs (EGS) theorem [149, 202].

**Theorem 3.8.1 (Ehlers-Geren-Sachs (EGS))** If a family of fundamental observers in a dust spacetime measure the background radiation to be everywhere exactly isotropic, then the spacetime is locally exactly FLRW.

For a proof of the EGS theorem, see for example [119]. This theorem has since been generalized to several contexts, including modified gravity theories [163]. The EGS theorem and its generalizations, along with the Copernican principle, provide a basis for the assumption of spatial homogeneity, given the isotropy of the CMB. However, the CMB is only approximately
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isotropic and not exactly isotropic as required by Theorem 3.8.1. We state the almost-EGS version in §4.5.

3.9 Commutator Relations

In general, the derivatives introduced in §3.1 do not commute. However, one can derive commutator relations between them. A starting point to derive these relations is through the following,

\[ \nabla_{[a} \nabla_{b]} S = 0 , \]
\[ 2 \nabla_{[a} \nabla_{b]} S^c = R_{ab}^{\quad c \, d} S^d , \]
\[ 2 \nabla_{[a} \nabla_{b]} S^{cd} = -R_{ab}^{\quad ec} S^d_e - R_{ab}^{\quad ed} S^c_e , \]

which are the Ricci identities for scalars \( S \), first rank tensors \( S^a \) and second rank tensors \( S^{ab} \) respectively. Upon projecting onto the spatial slices, one will need the expression of the 3-Riemann tensor. This is given by the Gauss equation,

\[ ^{(3)} R_{abcd} = h_a^p h_b^q h_c^r h_d^s \big( ^{(4)} R_{pqrs} - K_{ac} K_{bd} + K_{bc} K_{ad} \big) , \]

relating the full spatial projection of the Riemann tensor of the full spacetime to the induced three dimensional Riemann tensor \( ^{(3)} R_{abcd} \). The symmetric tensor \( K_{ab} \) appearing in (3.92) is called the second fundamental form, or extrinsic curvature. It is given in terms of the kinematical variables as,

\[ K_{ab} = \frac{1}{3} \Theta h_{ab} + \sigma_{ab} . \]

We give the commutation relations for 3-scalar, 3-vector and second rank 3-tensor derivatives in Appendix A.3.
Chapter 4

Cosmological Perturbation Theory

4.1 Introduction

In relativistic cosmology, gravitational interactions are modeled by the theory of general relativity. This paradigm features solutions of the Einstein field equations under certain assumptions of cosmological relevance. In general, there are a number of prevalent methods in which one can solve or analyze the Einstein field equations. We briefly mention these below:

- **Analytical.**
  
The FLRW spacetime and the Lemaître-Tolman-Bondi (LTB) metric are examples of cosmological exact solutions. Analytical methods, or more appropriately, exact solutions of the Einstein field equations were among the first approaches used in studying general relativistic spacetimes. We refer the reader to [356, 222] for a more extensive treatment of this subject. It is worth mentioning that because of the non-linearity of the Einstein field equations, general exact solutions for arbitrary matter distributions are analytically intractable. For this reason, one often has to impose high degrees of symmetries in order to simplify the problem at hand. This is often undesirable in many situations of interest. In such cases, one resorts to some of the methods mentioned below. Nevertheless, this form of generating solutions has provided invaluable insights, by for example, providing the groundwork for testing observational predictions of general relativity. In addition, exact solutions form the bedrock for perturbation theory, by providing a background about which one introduces perturbations.
• **Numerical.**

This class of methods proceed by formulating the Einstein field equations as an initial-boundary value problem to be integrated in time using numerical methods. An attractive feature of this approach is that no symmetry assumptions are necessary. In principle, one needs only provide initial and boundary data for the metric elements, having assumed a particular gauge. Numerical methods for solving the Einstein field equations form the basis of Numerical Relativity and are discussed in Part II of this thesis.

• **Qualitative**

Within this class, one is interested in inferring evolutionary properties of general classes of cosmological models. For example, the Dynamical System approach has been adopted in the field of cosmology to study spatially homogeneous cosmological space times [392, 125, 362, 262, 99]. In this case the governing equations can be reduced to a finite system of autonomous ordinary differential equations. The Piece-wise approximation methods along with Hamiltonian methods also fall within this subclass and they find application in analyzing various aspects of cosmological models [392].

• **Perturbative**

A fundamental assumption in relativistic perturbation theory is the existence of a parametric family of spacetimes that can be Taylor expanded around some background. The general idea behind perturbative methods is to represent the sought after solution $g_{ab}$ in terms of some known background solution $(0)g_{ab}$, plus perturbations,

$$g_{ab} = (0)g_{ab} + \delta g_{ab} .$$  \hspace{1cm} (4.1)

One then uses the field equations to derive equations of motion for the new fields $\delta g_{ab}$. We note that analytical or exact solutions are used in characterizing the background solution $(0)g_{ab}$. Linear perturbations of spatially homogeneous and isotropic cosmological models were first studied in the 1940s by Lifshitz [251, 252] and later extended by several authors. In the following, we make the common assumption in the literature that the perturbed spacetimes have the same manifold as the background spacetime i.e. we consider the perturbations $\delta g_{ab}$ as fields propagating on the background spacetime [357, 352]. In this treatment, therefore, we restrict the possibility that the perturbations may alter the differential structure of the background manifold and so we neglect issues of backreaction.
In this Chapter we focus on perturbative methods. In particular, we present the main equations that represent a perturbed FLRW spacetime. The Chapter itself is structured as follows: We begin by summarizing the essence of gauge invariance in §4.2 followed by a recap of metric based perturbation theory in §4.3. In §4.4 we present the main equations describing gravitational perturbations within the 1+3 Covariant formalism. The equations presented in the aforementioned section are a key component of our study as they will be later used to characterize gravitational degrees of freedom in Chapter 5. We follow up in §4.6 with a method to compute perturbed (covariant) kinematic variables in terms of metric variables. Finally, we present the details of our two parameter perturbation scheme that is central to our study of cosmological magnetic fields within the FLRW spacetime (see Chapter 5).

### 4.2 Gauge Invariance

A recurrent theme within relativistic perturbation theory is that of gauge invariance. In this section, we aim to elucidate this concept. From Equation (4.1), we note that one will routinely have to compare tensors in the background spacetime \( (\mathcal{M}, \bar{g}_{ab}) \) with those of the perturbed spacetime \( (\mathcal{M}, g_{ab}) \) in order to quantify the deviation from the background solution. We are thus led to define a diffeomorphism \( \Phi \) such that \( \Phi : \mathcal{M} \rightarrow \mathcal{M} \) which relates points of the background spacetime with those of the perturbed spacetime. This choice of coordinates is referred to as a gauge choice, and any change in \( \Phi \) is referred to as a gauge transformation. Consider a quantity \( Q \) defined in the perturbed spacetime \( (\mathcal{M}, g_{ab}) \), with the corresponding quantity \( \bar{Q} \) defined in the background spacetime \( (\mathcal{M}, \bar{g}_{ab}) \). We define a perturbation \( \delta Q \) of \( Q \) at the point \( p \in \mathcal{M} \) as follows

\[
\delta Q(p) = Q(p) - \bar{Q}(\Phi^{-1}(p)) ,
\]

where \( \bar{Q}(\Phi^{-1}(p)) \) is the pull-back. From this we note that the perturbation \( \delta Q(p) \) is not unique as it depends on the mapping \( \Phi \) of points between the background and perturbed spacetimes. To illustrate this further, consider a change in the mapping \( \Phi \), such that the new correspondence is given by a diffeomorphism \( \tilde{\Phi} \), the perturbation is now given by,

\[
\delta \tilde{Q}(p) = Q(p) - \tilde{Q}(\tilde{\Phi}^{-1}(p)) .
\]

Comparison with (4.2) reveals the gauge artifact \( \Delta Q(p) \) which is given by,

\[
\Delta Q(p) = \delta \tilde{Q}(p) - \delta Q(p) = \tilde{Q}(\tilde{\Phi}^{-1}(p)) - Q(\Phi^{-1}(p)) .
\]
Perturbations where this artifact vanishes are referred to as gauge-invariant. We state without proof the following result [358],

**Lemma 4.2.1 (Stewart-Walker Lemma)** The linear perturbation $Q_1$ of a quantity $Q_0$ on $(\mathcal{M}, g)$ is gauge invariant if and only if one of the following holds

1. $Q_0$ vanishes.
2. $Q_0$ is a constant scalar.
3. $Q_0$ is a constant linear combination of Kronecker deltas.

The Stewart & Walker Lemma has since been generalized to contexts involving non linear and in general N-parameter perturbations [85, 352]. For example, in the case of a two parameter perturbation scheme up to order $(n, n')$, the criteria for gauge invariance is given as follows [85, 352],

**Lemma 4.2.2** The perturbation $Q$ of a quantity $Q_0$ on $(\mathcal{M}, g)$ is gauge invariant at order $(n, n')$ if and only if one of the following holds

1. $Q_0$ and all its perturbations of order lower than $(n, n')$ vanish.
2. $Q_0$ and all its perturbations of order lower than $(n, n')$ are constant scalars.
3. $Q_0$ and all its perturbations of order lower than $(n, n')$ are constant linear combinations of Kronecker deltas.

In characterizing the interaction of gravitational fields with electromagnetic fields, we employ a two parameter perturbative scheme. Lemma 4.2.2 becomes relevant in establishing gauge invariance in this context. We describe this in more detail in §4.7.

### 4.3 Metric-Based Perturbation Theory

The framework employed in metric based perturbation theory was among the first attempts made to study perturbed solutions of the Einstein field equations [251, 252]. Within this approach, one starts from a known background solution, and explicitly add perturbations to the resulting metric. We refer the reader to [233, 144] for a thorough treatment of the subject. In general, one has the option of considering perturbations in a particular gauge, or considering the gauge invariant method of Bardeen [36].
4.3.1 Metric Tensor

We consider linear perturbations about a flat FLRW metric. In the Poisson gauge, such perturbations are given through the line element by,

\[ ds^2 = a^2 \left[ -(1 + 2\Phi)d\eta^2 + 2\omega_i dx^i d\eta + [(1 - 2\Psi)\gamma_{ij} + h_{ij}]dx^i dx^j \right] , \tag{4.5} \]

where we employ conformal time \( \eta \), which is related to cosmic time via \( dt = a d\eta \). In this gauge, the quantities \( \Phi \) and \( \Psi \) correspond to the gauge-invariant Bardeen potentials. We proceed by performing a scalar-vector-tensor (SVT) decomposition of the perturbation variables as follows,

\[ \omega_i = \partial_i B + B_i \tag{4.6} \]
\[ h_{ij} = 2E_{ij} + 2\partial_i E_j + 2\partial_i \partial_j E \tag{4.7} \]

where the quantities \( B_i \), \( E_i \) and \( E_{ij} \) are transverse and \( E_{ij} \) is in addition traceless, i.e.

\[ \partial_i B_i = 0 , \quad \partial_i E_i = 0 , \tag{4.8a} \]
\[ \partial_i E_{ij} = 0 , \quad E^i_i = 0 . \tag{4.8b} \]

In essence, the 10 degrees of freedom in the perturbations are composed of 4 scalar degrees of freedom (\( \Phi \), \( \Psi \), \( B \), \( E \)), 4 vector degrees of freedom (\( B_i \), \( E_i \), together with the constraints (4.8a)) and 2 tensor degrees of freedom (\( E_{ij} \), together with (4.8b)).

4.3.2 Energy-Momentum Tensor

As mentioned in the introductory sections (2.1.4), the FLRW cosmological models are consistent with the perfect fluid form of the energy momentum tensor,

\[ T_{\alpha\beta} = (\mu + p) u_\alpha u_\beta + p g_{\alpha\beta} , \tag{4.9} \]

where \( u_\alpha \) is the cosmological fluid 4-velocity, \( \mu \) and \( p \) are the rest frame energy density and isotropic pressure respectively, as measured by an observer in a locally inertial frame, comoving with the fluid. For convenience, we express the background energy momentum tensor with one index raised, and the other lowered

\[ T^\alpha_\beta = (\mu + p) u^\alpha u_\beta + p \delta^\alpha_\beta . \tag{4.10} \]
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We then proceed to perturb the energy density and pressure as

\[ \mu(\eta, x^i) = \bar{\mu} + \delta \mu(\eta, x^i), \tag{4.11a} \]
\[ p(\eta, x^i) = \bar{p} + \delta p(\eta, x^i). \tag{4.11b} \]

Under the assumption of an equation of state of the form \( p = p(\mu, S) \) where \( S \) is the entropy, the pressure perturbation \( \delta p \) can be expanded as

\[ \delta p = \left. \frac{\partial p}{\partial S} \right|_\mu \delta S + \left. \frac{\partial p}{\partial \mu} \right|_S \delta \mu, \tag{4.12} \]

where \( \delta S \) is the entropy perturbation. If one assumes adiabatic perturbations, then the Entropy perturbation vanishes \( \delta S = 0 \) and the pressure perturbation reduces to \( \delta p = c_s^2 \delta \mu \), where \( c_s^2 = \frac{\partial p}{\partial \mu} \) is the adiabatic speed of sound. To find the perturbed 4-velocity, we invoke the normalization condition \( u^a u_a = -1 \) to recover the relations

\[ au^0 = (1 - \Phi), \tag{4.13} \]
\[ au^i = v^i, \tag{4.14} \]

where \( v^i \) is the spatial 3-velocity of the fluid. The contravariant components of the 4-velocity can be derived from the condition \( u_a = g_{ab} u^b \),

\[ u_0 = -a(1 + \Phi), \tag{4.15} \]
\[ u_i = a(v_i + \omega_i). \tag{4.16} \]

We are now in a position to perturb the energy momentum tensor (4.10). Using the expressions (4.11a)–(4.15) leads to the following perturbations,

\[ \delta T^0_0 = -\delta \mu, \tag{4.17} \]
\[ \delta T^0_j = (\mu + p)(v_j + \omega_j), \tag{4.18} \]
\[ \delta T^i_0 = -(\mu + p)v^i, \tag{4.19} \]
\[ \delta T^i_j = \delta p \delta^i_j + \Pi^i_j, \tag{4.20} \]

where we have included an anisotropic stress contribution \( \Pi^i_j \) in the perturbed energy momentum tensor.
4.3.3 Einstein Field Equations

The perturbed Einstein field equations are given by

\[ \delta G^a_b = \delta T^a_b , \]  

(4.21)

where \( \delta G^a_b \) is the perturbed Einstein tensor. From (4.21), one can derive equations of motion for the perturbed variables. In general, it is customary to split the perturbation variables into scalar, vector and tensor parts. At first order in perturbation theory, scalar, vector and tensor modes decouple from each other and thus evolve independently. However, at higher order, one can have non-trivial couplings. For example, first order scalar perturbations can source tensor perturbations at second order in perturbation theory.

The resulting equations are presented below, see for example [269] for details on the derivation.

Scalar

\[ 3\mathcal{H}(\Phi' + \mathcal{H}\Phi) - \nabla^2 \Phi = -4\pi G a^2 \delta \mu , \]  

(4.22)

\[ \Phi' + \mathcal{H} \Phi = -4\pi G a^2 (\mu + p) v , \]  

(4.23)

\[ \Phi'' + 3\mathcal{H}\Phi' + (2\mathcal{H}' + \mathcal{H}^2)\Phi = 4\pi G a^2 \delta p . \]  

(4.24)

When considering adiabatic perturbations, the pressure perturbation is related to the density perturbation through \( \delta p = c_s^2 \). In this case, one can write a master equation for the Bardeen potential \( \Phi \) as,

\[ \Phi'' - \nabla^2 \Phi + 3\mathcal{H}(1 + c_s^2)\Phi' + [2\mathcal{H}' + \mathcal{H}^2(1 + 3c_s^2)]\Phi = 0 . \]  

(4.25)

Vector

\[ \omega_i' + 2\mathcal{H}\omega_i = 0 . \]  

(4.26)

Tensor

\[ h_{ij}'' + 2\mathcal{H}h_{ij}' - \nabla^2 h_{ij} = 8\pi G a^2 p\Pi_{ij} . \]  

(4.27)
4.4 Covariant Perturbations

The basic approach to perturbation theory in the covariant formalism is to start with the exact nonlinear system of the physical spacetime, then ‘linearize’ about some chosen background [201, 259, 297, 154]. This is in contrast to the metric based approach of §4.3, where one starts with an idealized background, then add perturbations. For almost FLRW spacetimes, the quantities

\[ \{ \Theta, \mu, p \} \]  

and their time derivatives are non vanishing in the background, we therefore designate them as zero-th order in perturbation theory. On the other hand, the quantities,

\[ \{ A_a, \sigma_{ab}, \omega_a, q_a, \pi_{ab}, E_{ab}, H_{ab} \} \]  

and their time and spatial derivatives are designated as first order in perturbation theory. Since they vanish in the background space time, they are gauge invariant by the Stewart and Walker lemma 4.2.1.

Scalar Perturbations

Scalar perturbations in cosmology are linked to growing inhomogeneities [288]. In order to characterize scalar density perturbations, we begin by defining the first order gauge invariant variables,

\[ X_b = aD_b \mu , \]  

\[ Z_b = aD_b \Theta , \]  

where \( a \) is the scale factor. In the case of vanishing vorticity \( \omega_a = 0 \), the variables (4.30) contain only scalar degrees of freedom. The variables (4.30) are related to the shear tensor \( \sigma_{ab} \) and electric part of the Weyl tensor through the linearized relations,

\[ aD^c \sigma_{bc} = \frac{2}{3} Z_b , \]  

\[ aD^c E_{bc} = \frac{1}{3} X_b . \]  

We note that Equation (4.31b) presents a relativistic analogue of the Newtonian Poisson equation. Now, the system governing the scalar gravitational perturbations is given by the
following propagation equations,

\[ \dot{\sigma}_{(ab)} + \frac{2}{3} \Theta \sigma_{ab} = D_{(a} A_{b)} - E_{ab}, \quad (4.32a) \]

\[ \dot{E}_{(ab)} + \Theta E_{ab} = -\frac{1}{2} \mu (1 + w) \sigma_{ab}, \quad (4.32b) \]

\[ \dot{Z}_{(a)} + \frac{2}{3} \Theta Z_a = -\frac{1}{2} \mu X_a - \frac{w}{3(1 + w)} \left( -\frac{1}{3} \Theta^2 + \mu + \Lambda \right) X_a - \frac{w}{1 + w} D^2 X_a, \quad (4.32c) \]

\[ \dot{X}_{(a)} - \Theta w X_a = -(1 + w) Z_a, \quad (4.32d) \]

which is obtained by linearizing the exact equations given in §3.5. In the above we have set the vorticity to zero \((\omega_a = 0)\), see also [122]. The system (4.32) is not independent. In particular, the scalar part of the shear \(\sigma_{ab}\) and Electric part of the Weyl tensor \(E_{ab}\) couple to density perturbations and are related to the clumping of matter via the constraints (4.31).

By differentiating (4.32a) and using (4.32b) and one of the constraints (4.31b) to substitute for \(E_{ab}\), one arrives at a forced wave equation for the shear,

\[ \ddot{\sigma}_{(ab)} - D^2 \sigma_{ab} + \frac{5}{3} \Theta \dot{\sigma}_{(ab)} + \left[ \frac{1}{9} \Theta^2 + \frac{1}{6} \mu - \frac{3}{2} p + \frac{5}{3} \Lambda \right] \sigma_{ab} = -\frac{w}{a^2(1 + w)} \left[ \dot{X}_{ab} + \frac{1}{3} \Theta X_{ab} \right] \quad (4.33) \]

where \(X_{ab} = -(1 + w)a^2 D_{(a} A_{b)}/w = aD_{(a} \mathcal{X}_{b)}\). We need an evolution equation for \(X_{ab}\) in order to close Equation (4.33). One can start from (4.32d) and (4.32c) to write a wave equation for \(X_a\) then taking the comoving spatial gradient of the resulting wave equation. This procedure yields the following:

\[ \ddot{X}_{ab} - wD^2 X_{ab} - \left( w - \frac{2}{3} \right) \Theta \dot{X}_{ab} + \frac{1}{2} \mu (3w + 1)(w - 1) X_{ab} - 2w \Lambda X_{ab} = 0. \quad (4.34) \]

In including scalar perturbations, we have explicitly coupled the scalar part of the shear tensor to density perturbations. This shows that density gradients source distortions in the Weyl curvature and vice versa. Hence, knowing the shear allows one to compute density gradients and knowing density gradients one can compute the scalar part of the shear [84].

**Vector Perturbations**

At first order in gravitational perturbation theory, the only source of vector modes is the vorticity \(\omega_a\). However, this is a decaying mode which is damped by the expansion of the universe without any source terms,

\[ \dot{\omega}_{(a)} + \frac{2}{3} \Theta \omega_a = 0. \quad (4.35) \]
For this reason, vector modes are not of practical interest at first order. We do note however, that it is possible to source vorticity at second order in perturbation theory [291, 115].

When included, magnetic fields can also be a source of vector modes. The background FLRW spacetime (§3.7) does not contain any magnetic fields. We therefore treat the seed magnetic field as a first order perturbation to the spacetime (§4.7). In principle, the seed field may have its origins in inflation or other mechanisms based on string cosmology, in which electromagnetic vacuum fluctuations are amplified due to a dynamical dilaton or an inflaton field [173]. We assume that at order first order, electric fields are small compared to the magnetic fields, i.e $E^2 \ll B^2$. Thus, in the absence of diffusive losses or amplification, the induction equation (3.68b) takes the frozen-in form,

$$\dot{\tilde{B}}_{(a)} + \frac{2}{3} \Theta \tilde{B}_a = 0,$$

regardless of the equation of state or plasma properties of the cosmic fluid. It follows then that the magnetic field decays adiabatically as $\tilde{B}_a \propto a^{-2}$, where $a$ is the cosmological scale factor. This adiabatic decay arises from the expansion of the Universe which conformally dilutes the field lines due to flux conservation. The frozen-in condition (4.36) does not discriminate between homogeneous ($D_a \tilde{B}_b = 0$) and inhomogeneous ($D_a \tilde{B}_b \neq 0$) magnetic fields. For an inhomogeneous field the spatial gradients of the seed magnetic field $D_b \tilde{B}_a$ are of the same order as $\tilde{B}_a$ and evolve according to $D_b \tilde{B}_a \propto a^{-3}$.

**Tensor Perturbations**

Tensor perturbations encode information about the propagation of gravitational waves. In the covariant approach, the electric $E_{ab}$ and magnetic $H_{ab}$ part of Weyl tensor are used in the description of gravitational waves. Stripping these tensors of scalar modes results in the constraints,

$$D^a \sigma_{ab} = 0, \quad D^a E_{ab} = 0, \quad D^a H_{ab} = 0, \quad H_{ab} = \text{curl} \sigma_{ab} .$$

(4.37)

At first order in perturbation theory, the equations governing the evolution of the tensor modes are given through,

$$\dot{\sigma}_{(ab)} + \frac{2}{3} \Theta \sigma_{ab} = -E_{ab} ,$$

(4.38)

$$\dot{E}_{(ab)} + \Theta E_{ab} = \text{curl} (\text{curl} \sigma_{ab}) - \frac{1}{2} \mu (1 + w) \sigma_{ab} ,$$

(4.39)

$$\dot{H}_{(ab)} + \Theta H_{ab} = -\text{curl} E_{ab} .$$

(4.40)
One can eliminate the $H_{ab}$ equation through the constraint $H_{ab} = \text{curl} \, \sigma_{ab}$. Differentiating (4.38) in time and using (4.39), one arrives at the wave equation,

$$\ddot{\sigma}_{(ab)} - D^2 \sigma_{ab} + \frac{5}{3} \Theta \dot{\sigma}_{(ab)} + \left( \frac{1}{9} \Theta^2 + \frac{1}{6} \mu - \frac{3}{2} \rho + \frac{5}{3} \Lambda \right) \sigma_{ab} = 0,$$

where we have used the identity

$$\text{curl} \, \text{curl} \, S_{ab} = -D^2 S_{ab} + \frac{3}{2} D_{(a} D^c S_{b)c} + \left( \mu + \Lambda - \frac{1}{3} \Theta^2 \right) S_{ab}.$$

The shear tensor $\sigma_{ab}$ was shown to characterize gravitational waves in the Covariant approach [143].

### 4.5 The Almost Ehlers-Geren-Sachs Theorem

In §3.8 we stated the EGS theorem, allowing deductions of spatial homogeneity given (i) the high isotropy of the CMB at our spacetime position and (ii) the Copernican principle, that we are not at a privileged position in the Universe. It has been show that the EGS theorem is stable, leading to a more realistic basis for spatial homogeneity of the Universe.

**Theorem 4.5.1 (Almost EGS [359])** If the Einstein-Liouville equations are satisfied in an expanding Universe model, where there is present pressure-free matter with 4-velocity vector field $u^a$ such that freely propagating background radiation is everywhere almost isotropic relative to $u^a$ in some domain $U$, then the spacetime is almost-FLRW in $U$.

The proof of the almost-EGS theorem can be found in [359, 156].

Interestingly, several ‘counterexamples’ of Theorem 4.5.1 have been presented in the literature. Most notably [294] presents a class of Bianchi type $VII_0$ dust models that are not almost FLRW, even though they have almost isotropic CMB temperature. However, as stated by the authors, this does not contradict the results of [359] because the proof of the almost EGS theorem requires additional assumptions on the (dimensionless) time and spatial derivatives of the multipoles, which are not valid for the cases presented in [294]. In addition, [121] highlights the role of the acceleration of the fundamental observers in the theorem. The theorem remains valid, with the additional clause that the acceleration vanishes.
4.6 Perturbed Kinematic Quantities

Cases may arise where one needs to compute the covariant kinematic variables, given a particular metric. Starting from the perturbed 4-velocity (4.15) along with the metric (4.5), one can compute the perturbed kinematic quantities introduced in §3.2. See [84] for a more rigorous discussion of this prospect in the context of the Bardeen formalism. The kinematic variables in terms of the metric variables are given as follows,

\[
\begin{align*}
(0) \Theta &= 3 \frac{\mathcal{H}}{a}, \\
(1) \Theta &= \frac{1}{a} \left(2 \Phi' - 3 \Psi' + D^i v_i \right),
\end{align*}
\]

\[
\begin{align*}
(0) \sigma_{ij} &= 0, \\
(1) \sigma_{ij} &= \frac{1}{2} ah'_{ij} + a D_{[i} v_{j]} + a D_{[i} \omega_{j]}.
\end{align*}
\]

\[
\begin{align*}
(0) \omega_{ij} &= 0, \\
(1) \omega_{ij} &= \frac{1}{2} a \left( D_{[i} v_{j]} + D_{[i} \omega_{j]} \right),
\end{align*}
\]

\[
\begin{align*}
(0) A_i &= 0, \\
(1) A_i &= \frac{1}{2} \left( \omega'_i + \omega_i \mathcal{H} + v'_i + v_i \mathcal{H} \right) + D_i \Phi.
\end{align*}
\]

4.7 Two Parameter Non-Linear Perturbations

When dealing with relativistic perturbations, the choice of background is often motivated by the physics at hand. Ideally one would like to select a background that is complex enough to capture the relevant dynamics, yet simple enough to remain analytically tractable. This is particularly the case in cosmological perturbation theory where flat FLRW spacetimes are often the preferred background. However, the situation gets complicated when one is interested in including cosmological electromagnetic fields. As already mentioned in the introductory paragraphs (§2.5.3), a FLRW spacetime cannot readily host magnetic fields, as
the induced anisotropic stresses $\Pi_{ab} = \tilde{B}_b (\tilde{a} \tilde{B}_b) \neq 0$ will break the isotropy. This feature motivates the adoption of a two parameter perturbative scheme, where we treat the background magnetic field $\tilde{B}_a$ as a first order perturbation of amplitude $\epsilon_\tilde{B}$ to the isotropic spacetime. Such an approach results in the energy density, the isotropic and anisotropic pressure of the field being second order quantities in perturbation theory, see §3.3.2.

We proceed by essentially adopting a two parameter perturbative framework [85, 352, 123, 304, 305]. Fundamentally, this consists of separately parametrizing the gravitational and Maxwell field perturbations in two expansion parameters $\epsilon_g$ and $\epsilon_\tilde{B}$, representing the amplitudes of the gravitational and electromagnetic field perturbations, respectively [123, 65, 417]. Using this parametrization, any quantity $Q_{...}$ in the physical spacetime can be expanded in the form,

$$Q_{...} = \epsilon_{g}^{0} \epsilon_{\tilde{B}}^{0} Q_{...}^{(0,0)} + \epsilon_{g}^{1} \epsilon_{\tilde{B}}^{0} Q_{...}^{(1,0)} + \epsilon_{g}^{0} \epsilon_{\tilde{B}}^{1} Q_{...}^{(0,1)} + \epsilon_{g}^{1} \epsilon_{\tilde{B}}^{1} Q_{...}^{(1,1)} + \mathcal{O}(\epsilon_g^2, \epsilon_{\tilde{B}}^2)\;,$$

(4.51)

where the first term on the right represents the background term; the first and second terms represent the first order gravitational and electromagnetic perturbations respectively; the fourth term represents the non-linear coupling we’re looking to investigate; the higher order terms represent self-coupling terms of order $\epsilon_g^m$ and $\epsilon_{\tilde{B}}^n$, $m, n \geq 2$. In general, terms describing the coupling will be of the form $\epsilon_g^m \epsilon_{\tilde{B}}^n$, where, in this work, we restrict the perturbative order to $\mathcal{O}(\epsilon_g \epsilon_{\tilde{B}})$ and therefore neglect terms of order $\mathcal{O}(\epsilon_g^2 \epsilon_{\tilde{B}})$, $\mathcal{O}(\epsilon_g \epsilon_{\tilde{B}}^2)$ and higher, resulting from the self-coupling of the fields; this includes gravitational couplings with the magnetic anisotropy $\Pi_{ab} = -\tilde{B}_a (\tilde{a} \tilde{B}_b)$, which leads to $\mathcal{O}(\epsilon_{g} \epsilon_{\tilde{B}}^2)$ terms. We will generally refer to quantities of order $\mathcal{O}(\epsilon_{g} \epsilon_{\tilde{B}})$ simply as non-linear and reserve the designation ‘second order’ for terms that are of order $\epsilon_g^2$ and $\epsilon_{\tilde{B}}^2$. As in [123, 65, 417], one can visualize this framework as a hierarchy of spacetimes to label the different perturbative orders.

Since the interaction terms are of order $\mathcal{O}(\epsilon_g \epsilon_{\tilde{B}})$ we have that the induced magnetic field $B_a$ will be of the same order. In addition, we assume that the electric field $E_a$ will be of the same order as the induced magnetic field. Clearly $B_a$ does not satisfy the criteria for gauge invariance at $\mathcal{O}(\epsilon_g \epsilon_{\tilde{B}})$ since it is neither vanishing nor a constant scalar at $\mathcal{O}(\epsilon_g \epsilon_{\tilde{B}})$. To this end, we make use of the same auxiliary variable $\beta_a$ identified in [123, 65, 417]. The incentive behind this choice comes from the induction equation (4.36)

$$\beta_a \equiv \dot{B}_a + \frac{2}{3} \Theta \tilde{B}_a = 0\;.$$

(4.52)

Since $\beta_a$ vanishes at lower perturbative orders $\mathcal{O}(\epsilon_g^0 \epsilon_{\tilde{B}}^0)$, $\mathcal{O}(\epsilon_g^1 \epsilon_{\tilde{B}}^0)$ and $\mathcal{O}(\epsilon_g^0 \epsilon_{\tilde{B}}^1)$, it follows that it is a gauge invariant quantity by the Stewart & Walker lemma [358, 85, 352]. We do not
however integrate $\beta_a$ to recover the induced gauge-dependent magnetic field $B_a$ as was done in for example [65]. Instead, we treat the variable $\beta_a$ as the fundamental variable whose deviation from zero quantifies deviation from the adiabatic decay of the magnetic field. This deviation thus quantifies amplification in an unambiguous manner. Having gathered the necessary tools in the this and the previous chapters, we are now in a position to study the amplification of cosmological magnetic fields, which is the subject of the next Chapter.
Chapter 5

Cosmic Magnetic Fields

5.1 Introduction

A generic feature of inflationary cosmology is the generation of primordial gravitational waves and density perturbations (see §2.3.4). The role and evolution of these perturbations is well understood within the framework of linear perturbation theory about a FLRW background. In general, gravitational waves can be viewed as relevant both in cosmology and astrophysics. From a cosmological viewpoint, primordial gravitational wave data may provide a new window to early universe physics, such as placing constraints on the inflationary potential \[215, 355, 47, 73, 267\]. From an astrophysical perspective, measurements of gravitational waveforms from binary black hole collisions can be used to study signatures of modified gravity and other relevant relativistic effects. Such waveforms can now be accurately modeled within the realm of non-linear general relativity, employing post Newtonian (PN) methods and the framework of numerical relativity \[50, 14\]. On the other hand, density perturbations are linked to growing modes that bolster cosmological structure formation at late times.

It is a well accepted understanding that interactions of gravitational degrees of freedom with a pre-existing magnetic field offers the potential to generate electromagnetic waves \[373, 335, 271, 77, 34, 273, 381, 65, 165\]. Traditionally, this mechanism has often been studied in the context of amplification of the seed magnetic field or as a means of indirect detection of gravitational waves through electromagnetic waves accompanying the interaction. Most of these studies however have been restricted to focusing on the interaction of magnetic fields with tensor perturbations, characterizing gravitational radiation. In this work we revisit and extend the work presented in \[273, 65, 417\], to include scalar modes in the interaction and thus opening an avenue for amplification of magnetic fields through density perturbations. Interestingly, the presence of magnetic fields can induce and amplify density fluctuations in a
baryonic plasma through the action of the Lorentz force on the constituent ions and electrons. Nevertheless, we restrict our attention to the case where the magnetic field is the one that undergoes amplification following interactions with scalar perturbations. The gravitational perturbations we employ in this work are cosmological in nature and have been described in Chapter 4 in the case of a FLRW background.

When using perturbation theory about a FLRW background to study the interplay between gravitation and electromagnetism, one is immediately faced with the question of how to embed the seed magnetic field into the background spacetime. The isotropy of the FLRW spacetime does not readily allow for any direction preference that may be introduced by a vector field. In principle, one could simply consider an anisotropic background like Bianchi or Kantowski-Sachs models [225]. Within these models one can naturally embed magnetic fields without disrupting the concomitant symmetries of the background spacetime. In fact, this avenue has been explored by several authors. For example [383] considers cosmological perturbations in a magnetized Bianchi class I background. However, due to motivations of spatial isotropy from observations of CMB and large-scale structure, one would ideally want to consider an isotropic background.

There are several ways in which one can deal with magnetic fields in an isotropic background. For example, one can treat the seed magnetic field as a zeroth order quantity, subject to the assumption that the energy density of the field be small compared to the energy density of matter $B^2 \ll \mu$ and that the anisotropic stress is negligible $\Pi_{ab} = B_{(a}B_{b)} \approx 0$. With these approximations, the energy density of the magnetic field cannot alter the gravitational dynamics of the background spacetime; this approach is often referred to as the weak-field approximation. Alternatively, one can treat the seed field as a statistically homogeneous and isotropic random field. In this case, the properties of the magnetic field are studied in terms of their Fourier components,

$$B(k, t) = \int d^3x B(x, t) e^{ikx}. \quad (5.1)$$

The isotropy and homogeneity of the FLRW spacetime implies that the expectation values cannot depend on any vector or tensor, except the vector $k$ and tensors $\delta_{ij}$, $\epsilon_{ijk}$ and their linear combinations. As a result the seed field does not introduce any directional dependence in the background spacetime. One can then easily employ statistical methods to quantify the dynamics of the field. A third possibility is to leave the background spacetime untouched but instead treat the seed field as a first order perturbation, using a two parameter approximation scheme to characterize the perturbations in the electromagnetic and gravitational degrees of
freedom; this is the approach we adopt in this work.

One can go a long way in comparing the different perturbation schemes. For example, in the weak-field approximation, the induced magnetic field will be at first order, a well understood regime in perturbation theory. While in the two parameter case, the induced field will be at second order\(^1\), a regime that is not so well developed. Nevertheless, for the purposes of our work, the two approaches are mathematically equivalent. The apparent differences between them is as a result of relabeling of spacetimes, i.e. ‘First order’ in the weak-field approximation corresponds to ‘second order’ in the two parameter case. Indeed, Maxwell’s equations and thus the Einstein-Maxwell system takes the same mathematical form in both of these approaches. They both use the machinery of relativistic perturbation theory and are thus equally prone to gauge issues, see [212, 383] for example.

This Chapter is structured as follows: After a presentation of the interaction equations in §5.3, we present the derivation of the equations describing the induction of EM fields in §5.4.1 and §4.4 for a general current and a note on how to evaluate the induced electrical current in §5.4.3. We present the power spectra of the induced magnetic field variable in §5.6. The details of our two-parameter perturbative framework have already been presented in §4.1.

### 5.2 Gauge Invariant Perturbation Variables

The Einstein-Maxwell equations (3.68) contain terms that couple the electromagnetic fields to the gravitational fields. The system can be written at perturbative order \(O(\epsilon_g^1 \epsilon_B^1)\) by discarding higher order terms. This approximation scheme results in the two propagation equations,

\[
\begin{align*}
\dot{B}_a + \frac{2}{3} \Theta B_a &= \sigma_{ab} \tilde{B}^b - \text{curl } E_a, \\
\dot{E}_a + \frac{2}{3} \Theta E_a &= \text{curl } B_a + \epsilon_{abc} A^b \tilde{B}^c - J_a,
\end{align*}
\]

subject to the constraints, \(D_a E^a = 0 = D_a B^a\). Following [122] we make the following comments:

1. The magnetic field \(\tilde{B}_a\) appearing in the equations (5.2a) and (5.2b) multiplied by the gravitational variables should not be the same as the \(B_a\) appearing alone. The variable

---

\(^1\)For the purposes of this argument, we refer to perturbations of order \(\epsilon_g^1 \epsilon_B^1\) as second order, with evident misuse of terminology. In the rest of the work, we will refer to quantities of this order simply as non-linear and reserve the designation ‘second order’ to quantities of order \(\epsilon_g^2\) and \(\epsilon_B^2\)
$B^a$ is a mixture of linear and non-linear quantities (the seed magnetic field and the induced field) while the terms involving $\tilde{B}^a$ are a product of first order quantities. One has to keep this in mind when integrating the equations.

2. The system is not gauge-invariant as already mentioned in § 4.7. This can be attributed to the mixture of linear and non-linear terms in the system. In the covariant approach to perturbation theory, the solution of perturbed differential operators is never sought, one can get around this by making sure that the differential operators involved operate on quantities of the corresponding perturbative order.

In an attempt to cast the system (5.2) in a consistent and gauge invariant manner, we introduce the following non-linear variables: The fundamental variable $\beta_a$ measuring deviation from adiabatic decay, $I_a$ describing the interaction with shear distortions and $\xi_a$ describing interaction with density perturbations. These are defined as follows,

\begin{align*}
\beta_a &= \dot{B}^{(a)} + \frac{2}{3} \Theta B_a , \\
I_a &= \sigma_{ab} \tilde{B}^b , \\
\xi_a &= \epsilon_{abc} A^b \tilde{B}^c .
\end{align*}

Rewriting the Einstein-Maxwell system (5.2) in terms of the new variables (5.3) results in the following system,

\begin{align*}
\beta_a &= I_a - \varepsilon_a , \\
\dot{E}^{(a)} + \frac{2}{3} \Theta E_a &= \mathcal{B}_a + \xi_a - J_a ,
\end{align*}

where we have written $\text{curl } E_a = \varepsilon_a$ and $\text{curl } B_a = \mathcal{B}_a$ for brevity.

### 5.3 Evolution of Interaction Variables

The Maxwell fields couple to Weyl curvature through the shear term and density perturbations through the acceleration terms and the non-linear identity (5.9). In the case of pure tensor modes in the shear tensor, the interaction variable $I_a = \sigma_{ab} \tilde{B}^b$ was shown to satisfy a closed wave equation, for both a homogeneous [65] and an inhomogeneous [417] seed field $\tilde{B}_a$. Here, we include contributions from scalar perturbations in the shear, which give rise to source terms due to coupling with density perturbations. In this case $I_a$ satisfies a forced
wave equation,
\[ \ddot{I}_a - D^2 I_a + 3\Theta \dot{I}_a + \left[ \frac{13}{9} \Theta^2 - \frac{1}{6} \mu - \frac{5}{2} \mu w + \frac{7}{3} \Lambda \right] I_a = C_a^I, \]  
(5.6)
where the forcing term \( C_a^I \) is given by,
\[ C_a^I = -\frac{w}{a^2(1 + w)} \left( \dot{S}_a + \Theta S_a \right). \]  
(5.7)
where \( w \) is the equation of state parameter and \( a \) is the cosmic scale factor. To close the above system, we give the companion wave equation for \( S_a = a \tilde{B}^b D_{(a} X_{b)} \) as,
\[ \ddot{S}_a - wD^2 S_a + (2 - w)\Theta \dot{S}_a + \left[ \frac{2}{3} (1 - w)(\Lambda + \Theta^2) + \frac{1}{6} \mu (1 + 3w)(3w - 5) \right] S_a = 0. \]  
(5.8)
We note, for later convenience (§ 4.4) that the forcing term \( C_a^I \) vanishes in a matter dominated universe \( (w = 0) \) i.e \( I_a \) decouples from \( S_a \) when \( w = 0 \).

### 5.4 Induction of Electromagnetic Fields

In the following, we introduce non-linear gravitationally induced ‘effective current’ terms \( C_a^E, C_a^\beta \) and \( C_a^\gamma \) which are made up of the coupling between density and gravitational wave perturbations; these will act as driving forces of the induced Maxwell fields.

#### 5.4.1 The Electric Field

In this section, we show how the coupling of gravitational perturbations with the seed magnetic field can induce Electric fields. To this end, we give wave equations for the induced Electric field \( E_a \) and its rotation \( \varepsilon_a \). In deriving the wave equation for \( E_a \), we differentiate (5.5) and equate the result to the non-linear identity,
\[ (\text{curl} \, B_a) = \text{curl} \, \beta_a - \Theta \text{curl} \, B_a + H_{ab} \tilde{B}_b + \frac{1}{3a(1 + w)} \epsilon_{abc} \tilde{B}_b \left( \Theta w \dot{X}^c - 2\dot{X}^c \right), \]  
(5.9)
obtained from the commutation relations (Appendix A.3) and we have used Equation (4.32d) to rewrite the acceleration terms. The resulting wave equation is found to be,
\[ \ddot{E}_a - D^2 E_a + \frac{5}{3} \Theta \dot{E}_a + \left[ \frac{2}{9} \Theta^2 + \frac{1}{3} \mu (1 - 3w) + \frac{4}{3} \Lambda \right] E_a = C_a^E, \]  
(5.10)
where \( C^E_\alpha \) is a gravitationally induced source term given by,

\[
C^E_\alpha = \text{curl} \ I_a + H_{ab}\tilde{B}^b + \frac{1}{a(1 + w)}\epsilon_{abc} \left[(w - \frac{2}{3})(\tilde{B}^b\mathcal{X}^c) + \Theta \left(w - \frac{4}{9}\right)\tilde{B}^b\mathcal{X}^c\right] - \Theta \mathcal{J}_a - \dot{\mathcal{J}}_a , \tag{5.11}
\]

and \( \mathcal{J}_a \) is the 3-current. The terms involving the Levi-Civita tensor \( \epsilon_{abc} \) in \( C^E_\alpha \) vanish when the magnetic field \( \tilde{B}^a \) is parallel to the fractional density gradient \( \mathcal{X}^a \). Taking the curl of (5.10) results in the equation governing the rotation of \( E_a \),

\[
\dot{\mathcal{E}}_a - D^2\mathcal{E}_a + \frac{7}{3}\Theta\dot{\mathcal{E}}_a + \left[\frac{7}{9}\Theta^2 + \frac{1}{6}\mu(1 - 9w) + \frac{5}{3}\Lambda\right]\mathcal{E}_a = C^\mathcal{E}_a , \tag{5.12}
\]

where the source term \( C^\mathcal{E}_a = \text{curl} \ C^E_\alpha \) is given by,

\[
C^\mathcal{E}_a = - (\text{curl} \ \mathcal{J}_a) - \frac{4}{3}\Theta\text{curl} \ \mathcal{J}_a + 2D^bD_{[a}I_{b]} + \epsilon_{acd}\tilde{B}_bD^cH^{db} + \frac{2}{a^2(1 + w)} \left[(w - \frac{2}{3})(a\tilde{B}_{[a}D^b\mathcal{X}_{b]}) + \Theta \left(w - \frac{4}{9}\right)a\tilde{B}_{[a}D^b\mathcal{X}_{b]}\right] . \tag{5.13}
\]

### 5.4.2 The Magnetic Field

As already mentioned, the induced magnetic field will be characterized via the variable \( \beta_a = \tilde{B}_a + \frac{2}{3}\Theta B_a \). On using (5.4), (5.6) and (5.12), one can write a second-order equation governing the evolution of the fundamental variable \( \beta_a \). This can be written in either of two forms: in terms of \( I_a \) or \( \mathcal{E}_a \), corresponding to using (5.4) as a constraint to either of (5.12) or (5.6) respectively. Recall that both \( I_a \) and \( \mathcal{E}_a \) satisfy wave equations of the form \( \mathcal{L}[I_a] = C^I_\alpha \) and \( \mathcal{L}[\mathcal{E}_a] = C^\mathcal{E}_a \), where the \( C^\alpha_\beta \)'s are source terms.

Using covariant harmonics \[84\], one can already notice from (5.6) and (5.12) that the eigenfunctions used to harmonically decompose \( I_a \) and \( \mathcal{E}_a \) are not the same for a general perturbation. Consider the induction equation (5.4), and write it as \( \beta_a = \sum_k(P_aI_{(k)} - Q_a\mathcal{E}_{(k)}) \), where \( P_a \) and \( Q_a \) are distinct eigenfunctions of the Laplace-Beltrami operator, i.e \( P_a \neq Q_a \). For the separation of variables technique to work for \( \beta_a \), one must eliminate either \( I_a = P_aI_{(k)} \), along with its source terms \( C^I_\alpha \) or \( \mathcal{E}_a = Q_a\mathcal{E}_{(k)} \) along with its source terms \( C^\mathcal{E}_a \). In this way, \( \beta_a \) can then be expanded in terms of one set of complete eigenfunctions. This presents a problem: since both \( I_a \) and \( \mathcal{E}_a \) are coupled to source terms \( C^I_\alpha \) and \( C^\mathcal{E}_a \) respectively at second-

\[\text{In particular, for scalar perturbations, we expand } I_a \text{ as } I_a = \tilde{B}_{(n)}\mathcal{H}^a_{(n)}D_aD_bQ^{(k)} \text{ and } \mathcal{E}_a \text{ as } \mathcal{E}_a = \mathcal{E}_{(i)}\tilde{\mathcal{H}}^{(n)}_{(i)}D^aD^bQ^{(k)}; \text{ these are evidently not the same eigenfunctions. Implicitly, } C^I_\alpha \text{ will be expanded in the same harmonics as } I_a, \text{ and similarly for } \mathcal{E}_a \text{ and } C^\mathcal{E}_a.\]
order, both $C_a^I$ and $C_a^E$ will still couple to the $\beta_a$ equation at this order, thereby introducing the differing set of eigenfunctions $P_a$ and $Q_a$. A similar problem arose in [155], due to the inclusion of a vorticity term.

It is possible to do away with $C_a^I$ in equation (5.6) by requiring that $w = 0$ and this alleviates the problem. We shall then henceforth restrict to the pressureless dust ($w = 0$) case and write the $\beta_a$ wave equation in terms of $E_a$. This results in,

$$\ddot{\beta}_a - D^2 \beta_a + 3\Theta \dot{\beta}_a + \left[ \frac{13}{9} \Theta^2 - \frac{1}{6} \mu + \frac{7}{3} \Lambda \right] \beta_a = C_a^\beta,$$

where,

$$C_a^\beta = -\frac{2}{3} \Theta \dot{\epsilon}_a + \left[ -\frac{2}{3} \Theta^2 + \frac{1}{3} \mu - \frac{2}{3} \Lambda \right] \epsilon_a + (\text{curl } J_a) \ddot{\epsilon}_a + \frac{4}{3} \Theta \text{curl } J_a - 2 D^b D_{[a} I_{b]}$$

$$- \epsilon_{acd} \tilde{B}_b D^c H^b - \frac{2}{a^2} \left[ -\frac{2}{3} (a \tilde{B}_{[a} D^b X_{b]} - \frac{4}{9} \Theta (a \tilde{B}_{[a} D^b X_{b]}) \right].$$

Note that while we keep $S_a = a \tilde{B}^b D_{(a} X_{b)}$ distinct from $a \tilde{B}_{[a} D^b X_{b]}$ in real space, their evolution equations can be made equivalent in harmonic space by a suitable choice of eigenfunctions. We shall thus write $S_{(\ell)}$ in place of $\tilde{B}_{(n)} X_{(k)}$ to avoid introducing another letter to denote the latter. This should not lead to any ambiguities.

5.4.3 The Electric Current

Limiting cases: poor and perfect conductivity

To close the above system, one needs to take care of the current term $J_a$ appearing in (5.11), (5.13) and (5.15). Naturally, this term depends on the electrical properties of the medium. It is given in terms of the Electric field $E_a$ via Ohm’s law,

$$J_a = \sigma E_a,$$

\[\text{3This is not to say that } w = 0 \text{ is any more special than } w = 1/3, \text{ we simply invoke it here to decouple (5.6) from the source terms; indeed, any other method to achieve this would suffice. As a matter of fact, when considering only tensor perturbations, (5.6) does not couple to any source terms, even for a general } w. \text{ Moreover, when including vector perturbations, Equation (5.6) does couple to a source term } \frac{4}{2} \tilde{B}^b D_{[a} D^c \sigma_{b]} c, \text{ even when } w = 0.\]

\[\text{4In particular, expanding } a \tilde{B}^b D_{(a} X_{b]} \text{ in terms of } a^2 \tilde{H}^b D_{(a} D_{b]} Q \text{ and } a \tilde{B}_{[a} D^b X_{b]} \text{ in terms of } a^2 \tilde{H}_{[a} D^b D_{b]} Q \text{ will yield the same harmonic components } S_{(\ell)} \equiv \tilde{B}_{(n)} X_{(k)}; a^2 \tilde{H}^b D_{(a} D_{b]} Q \text{ and } a^2 \tilde{H}_{[a} D^b D_{b]} Q \text{ are eigenfunctions of the Laplace-Beltrami operator.}\]
where $\varsigma$ is the electrical conductivity of the medium. In this section, we consider only the limiting cases of very high ($\varsigma \to \infty$) and very poor conductivity ($\varsigma \to 0$). Under the assumption of poor conductivity, the currents vanish $J_a = 0$, despite the presence of a non-zero electric field. In this case, one solves equations (5.10), (5.12) and (5.14), with the current terms set to zero. At the opposite end, the case of perfect conductivity, the electric fields vanish and the currents keep the magnetic field frozen in with the fluid. In this case, the current term satisfies the following evolution equation,

$$
\left(\text{curl } J_a\right) \frac{\dd}{\dd t} + \frac{4}{3} \Theta \left(\text{curl } J_a\right) = 2 D^b D_{[a} I_{b]} + \epsilon_{a c d} \tilde{B}_b D^c H^{b d} + \frac{2}{a^2} \left[ -\frac{2}{3} (a \tilde{B}_{[a} D^b \chi_{b]} ) - \frac{4}{9} \Theta (a \tilde{B}_{[a} D^b \chi_{b]} ) \right],
$$

(5.17)

and (5.10) and (5.12) are no longer relevant. One can verify that using this relation reduces equation (5.14) to $\beta_a = I_a$, as can be confirmed also from the induction equation (5.4).

One can also invoke the magnetohydrodynamic MHD approximation, which is valid for cold plasmas (pressureless dust can be well approximated by a cold plasma treatment) [228].

Cold plasmas have components with non-relativistic velocities and are thus mathematically easier to deal with [417, 243, 272]. We consider a two component electron-ion plasma and assume that the motion properties of the plasma on macroscopic scales are captured by the center of mass 3-velocity $v^a$ of the system i.e the difference in mean velocities of the individual species is small compared with the overall fluid velocity. We also assume charge neutrality of the cosmic plasma, i.e., the number densities of the electrons and ions $n_e$ and $n_i$ are roughly equal, $n_e \approx n_i$. This assumption guarantees the vanishing of the total charge $\rho_c = -e(n_e - n_i) \approx 0$ and the background 3-current $J_a \approx 0$. In this case, the generalized Ohm’s law is given by

$$
J_{(a)} = \varsigma \left( E_a + \epsilon_{a b c} v^b \tilde{B}^c \right), \quad v^a = \frac{\mu_e v^a_e + \mu_i v^a_i}{\mu_e + \mu_i},
$$

(5.18)

where the subscripts $e$ and $i$ denote quantities for electrons and ions respectively. The center of mass 3-velocity $v_a$ of the electron-ion plasma can be shown to satisfy the linearized Euler equation,

$$
\dot{v}_{(a)} + \frac{1}{3} \Theta v_a = 0.
$$

(5.19)

In the ideal-MHD environment, the conductivity of the medium is very high ($\varsigma \to \infty$), then $E_a + \epsilon_{a b c} v^b \tilde{B}^c \to 0$ in order to keep the current $J_a$ finite. This readily gives the Electric field $E_a$ and its rotation $\mathcal{E}_a$ as, $E_a = -\epsilon_{a b c} v^b \tilde{B}^c$ and $\mathcal{E}_a = 2 \tilde{B}_{[a} D^b v_{b]}$. Using (4.36) and (5.19),
one can show that,

\[ \dot{E}_a + \Theta E_a = 0, \quad \text{and} \quad \dot{\varepsilon}_a + \frac{4}{3} \Theta \varepsilon_a = 0. \]  

(5.20)

With these, the 3-current \( J_a \) satisfies the following evolution equation,

\[ (\text{curl } J_a) + \frac{4}{3} \Theta \text{curl } J_a = 2 D^b D_a I^{b|l} + \epsilon_{acd} \tilde{B}_b D^c H^{db} + \frac{2}{a^2} \left[ -\frac{2}{3} (a \tilde{B}_{[a} D^b \chi_{b]} ) \right] - \frac{4}{9} \Theta (a \tilde{B}_{[a} D^b \chi_{b]} ) + D^2 \varepsilon_a - \left( -\frac{1}{9} \Theta^2 + \frac{5}{6} \mu + \frac{1}{3} \Lambda \right) \varepsilon_a. \]  

(5.21)

The wave equation for the fundamental variable \( \beta_a \) within this approximation is obtained by substituting (5.21) into (5.14), resulting in

\[ \ddot{\beta}_a + \frac{4}{3} \Theta \dot{\beta}_a + \left[ \frac{13}{9} \Theta^2 - \frac{1}{3} \mu + \frac{7}{3} \Lambda \right] \beta_a = D^2 \varepsilon_a - \left( -\frac{1}{9} \Theta^2 + \frac{5}{6} \mu + \frac{1}{3} \Lambda \right) \varepsilon_a. \]  

(5.22)

The application of the ideal MHD approximation in cosmology has often been criticized as rather being of practical appeal rather than of physical one [367]. Ideally, the curl of \( E_a \) should be the outcome of a rigorous treatment of the physics of the particle interactions in terms of a kinetic theory description, see for example [219, 363].

**Intermediate case: Finite conductivity**

The case of poor conductivity may not be much relevant in the post recombination epoch as the universe then acquires very high conductivity. The perfect conductivity case, while relevant, may be thought of as an idealized notion. We thus turn to the finite conductivity case. The conductivity of the post decoupling era can be modeled by,

\[ \zeta = \frac{n_e e^2}{m_e n_\gamma \sigma_T} \approx 10^{11} \text{ s}^{-1} \]  

(5.23)

where, \( n_e \) is the density of free electrons, \( e \) is the electric charge of an electron, \( m_e \) is the mass of an electron, \( n_\gamma \) is the density of photons and \( \sigma_T \) is the collision crossection. For a perfect fluid, the ratio \( n_\gamma / n_e \) is constant, see [44] for example.

Assuming that Ohm’s law (5.16) holds, we may write the current terms in Equation (5.15) as,

\[ (\text{curl } J_a) + \frac{4}{3} \Theta \text{curl } J_a = \zeta \dot{\varepsilon}_a + \frac{4}{3} \Theta \zeta \varepsilon_a \]  

(5.24)
where we have assumed that spatial gradients of the conductivity may be neglected ($D_a \zeta \approx 0$) and that the conductivity is constant in time ($\dot{\zeta} \approx 0$). Substituting (5.24) in the wave equation (5.14) for $\beta_a$ results in,

\begin{equation}
\ddot{\beta}_a - D^2 \beta_a + 3\Theta \dot{\beta}_a + \left[ \frac{13}{9} \Theta^2 - \frac{1}{6} \mu + \frac{7}{3} \Lambda \right] \beta_a = C^\beta_a, \tag{5.25}
\end{equation}

where the source term $C^\beta_a$ is now given by,

\begin{equation}
C^\beta_a = \left( \frac{\zeta}{\Theta} - \frac{2}{3} \right) \Theta \dot{\varepsilon}_a + \left[ \left( \frac{2}{3} \frac{\zeta}{\Theta} - 1 \right) \frac{2}{3} \Theta^2 + \frac{1}{3} \mu - \frac{2}{3} \Lambda \right] \varepsilon_a - 2 D^b D_{[a} I_{|b]} - \epsilon_{acd} \tilde{B}_b D^c H^{db}
- \frac{2}{a^2} \left[ -\frac{2}{3} (a \tilde{B}_{(a} D^b X_{b)} - \frac{4}{9} \Theta (a \tilde{B}_{(a} D^b X_{b)}) \right]. \tag{5.26}
\end{equation}

Note that the electric currents $J_a$, electric fields $E_a$ and the conductivity $\zeta$ are all simultaneously finite. The simplifications that arise due to the characterization of the limiting cases ($J_a = 0$ for poor conducting mediums and $E_a = 0$ for perfect conducting mediums) are no longer applicable in the case of finite conductivity. One then needs a proper model for the electric currents to ensure that the initial conditions for $J_a$ and $E_a$ are not chosen independently. There are several ways in which one can model electric currents, all resulting in terms of perturbative order $\epsilon^2_y$, see [266] for example. While these terms can be seamlessly accommodated in our framework, they have the undesirable effect of seeding magnetic fields. This will lead us away from the isolated effects of the amplification of an already existing field. Inclusion of such terms will therefore lead us to overestimate the effect of the amplification. With this in mind, we restrict to the limiting cases of presented above.

### 5.5 The Induced Fields

We now treat separately the induction of electromagnetic fields due to interaction with scalar and tensor perturbations. To this end, we expand the perturbation variables in terms of a helicity basis (Appendix A.2). In addition, we use a unified time variable whose defining equation is $\dot{\tau} = \frac{3}{2} H_i$, instead of proper time, to re-write the relevant equations \footnote{The subscript $i$ marks some initial time $\tau = 1$, see [65] for details.}. We have to substitute for $\mu$, $\Theta$ and $a$, appearing in the perturbed equations, from the zeroth order equations. We restrict our treatment to zero cosmological constant $\Lambda = 0$ and flat spatial sections $K = 0$. Under these assumptions, Friedmann equation reduces to $\mu = \Theta^2/3$, where $\Theta$ is given by $\Theta = 3 H_i / \tau$ and the scale factor $a$ evolves as $a = a_i \tau^{2/3}$.
5.5.1 EM Induction due to Scalar Perturbations

In this case, the coupling of a seed field with gravitational perturbations is described by the variable $I_a$ and $S_a$; these variables become sources of electromagnetic fields.

- **Interaction terms**

Equations (5.6) and (5.8) for the interaction variables $I_a$ and $S_a$, respectively become,

\[
\frac{9}{4} I''(\ell) + \frac{27}{2\tau} I'(\ell) + \frac{25}{2\tau^2} I(\ell) = 0, \\
\frac{9}{4} S''(\ell) + \frac{9}{\tau} S'(\ell) + \frac{7}{2\tau^2} S(\ell) = 0, 
\]

(5.27a)  
(5.27b)

Note that since $w = 0$, the entire system has decoupled from $a\tilde{B}^b D_{(a}X_{b)}$, however we still need an equation for $S(\ell)$ because of the coupling with $a\tilde{B}_{[a}D^bX_{b]}$ in Equations (5.13) and (5.15). These interaction variables have the general solutions,

\[
I(\ell)(\tau) = C_1 \tau^{-10/3} + C_2 \tau^{-5/3}, \\
S(\ell)(\tau) = \frac{1}{5} C_3 \tau^{-7/3} + \frac{1}{5} C_4 \tau^{-2/3},
\]

(5.28a)  
(5.28b)

where the $C_i$'s are integration constants.

- **Electromagnetic fields**

Equation (5.10) for the Electric field $E_a$ becomes,

\[
\frac{9}{4} E''(\ell) + \frac{15}{2\tau} E'(\ell) + \left[ \left( \frac{\ell}{a_i H_i} \right)^2 \tau^{-4/3} + \frac{3}{\tau^2} \right] E(\ell) = \pm \frac{(k + n)}{3a_i H_i^2} I(\ell) \tau^{-2/3} \\
+ \frac{1}{H_i} S'(\ell) \pm \frac{4}{3H_i \tau} S(\ell). 
\]

(5.29)

In general, it is much easier to solve for $\beta(\ell)$ from the induction equation

\[
\beta(\ell) = I(\ell) \mp \frac{\ell}{a_i \tau^{2/3}} E(\ell),
\]

(5.30)

once $I(\ell)$ and $E(\ell)$ are known, rather than from the wave equation (5.14).

5.5.2 EM Induction due to Tensor Perturbations

In this case, the transverse and trace-free parts of the shear tensor $\sigma_{ab}$ characterize gravitational waves. The interaction with a seed field is then purely described by the variable
\( I_a \) without any contribution from either density or velocity perturbations. The generalized Ohm’s law (5.18) in the MHD approximation also reduces to (5.16). We thus only need the equations for \( \beta_a, I_a \) and \( E_a \).

**Interaction variable**

Equation (5.6) for the interaction variable \( I_a \) becomes,

\[
\frac{9}{4} I''(\ell) + \frac{27}{2\tau} I'(\ell) + \left[ \left( \frac{\ell}{a_i H_i} \right)^2 \tau^{-4/3} + \frac{25}{2\tau^2} \right] I(\ell) = 0, \tag{5.31}
\]

with the general solution,

\[
I(\ell)(\tau) = \tau^{-5/2} \left[ C_1 J_1 \left( \frac{5}{2}, \frac{\ell}{a_i H_i} \frac{2}{\tau^{1/3}} \right) + C_2 J_2 \left( \frac{5}{2}, \frac{\ell}{a_i H_i} \frac{2}{\tau^{1/3}} \right) \right], \tag{5.32}
\]

where \( C_1 \) and \( C_2 \) are integration constants, \( J_1 \) and \( J_2 \) are Bessel functions of the second kind.

**Electromagnetic Fields**

Equation (5.10) for the electric field variable \( E_a \) becomes,

\[
\frac{9}{4} E''(\ell) + \frac{15}{2\tau} E'(\ell) + \left[ \left( \frac{\ell}{a_i H_i} \right)^2 \tau^{-4/3} + \frac{3}{\tau^2} \right] E(\ell) = \pm \left( \frac{2k + n}{H_i^2 a_i} \right) I(\ell) \tau^{-2/3}, \tag{5.33}
\]

and we once again determine \( \beta(\ell) \) from the induction equation

\[
\beta(\ell) = I(\ell) \mp \frac{\ell}{a_i \tau^{2/3}} E(\ell), \tag{5.34}
\]

instead of using the wave equation (5.14).

### 5.6 Numerical Integrations

We need initial conditions in order to solve the equations presented in the previous section. The conditions are adapted as follows: for \( \beta_a \) we invoke Maxwell’s equation (5.4)

\[
\beta_a = I_a - E_a, \tag{5.35}
\]
which upon differentiating in time results in the initial condition for $\beta_a$

$$\dot{\beta}_a = \dot{I}_a - \dot{\epsilon}_a .$$

(5.36)

For the interaction variable $I_a$, we use the definition (5.3)

$$I_a = \sigma_{ab} \tilde{B}^b ,$$

(5.37)

which can be differentiated to yield the initial condition for $\dot{I}_a$. Using Leibniz rule, this result in

$$\dot{I}_a = \dot{\sigma}_{ab} \tilde{B}^b + \sigma_{ab} \dot{\tilde{B}}^b .$$

(5.38)

One can then use the evolution of the background magnetic field (4.36) to substitute for $\dot{\tilde{B}}_a$,

$$\dot{\tilde{B}}_a = -\frac{2}{3} \Theta \tilde{B}_a .$$

(5.39)

For the rotation of the Electric field $E_a$ \footnote{Note that the Electric field $E_a$ and its curl $\epsilon_a$ are related by a factor of $\ell$ when expanded in terms of the helicity basis described in Appendix A.2. In particular $\epsilon_a = \pm (\ell/a_i) r^{-2/3} E^{(\pm)} e_a^{(k)}$}, we use Maxwell’s equation (5.5) and the commutation relation (A.16) to get,

$$\dot{\epsilon}_a = -\Theta \epsilon_a + \mathcal{R}_{ab} \tilde{B}^b - D^2 B_a ,$$

(5.40)

where in this case $B_a$ (without the tilde) is the induced magnetic field, and we have written the first order perturbed 3-Ricci tensor $\mathcal{R}_{ab}$ as \cite{152, 156}

$$\mathcal{R}_{ab} = -\dot{\sigma}_{(ab)} - \Theta \sigma_{ab} .$$

(5.41)

We require that the gravitationally induced field variables $E_a$ (and hence $\epsilon_a$) and $B_a$ be zero initially. This leads to the following initial conditions for the perturbation variables:

$$I^i_{(\ell)} = \sigma^i_{(k)} \tilde{B}^i_{(n)} , \quad I^\prime_{i(\ell)} = \sigma^\prime_{i(k)} \tilde{B}^i_{(n)} - \frac{4}{3} \sigma^i_{(k)} \tilde{B}^i_{(n)} ,$$

$$\epsilon^i_{(\ell)} = 0 , \quad \epsilon^\prime_{i(\ell)} = -2\epsilon^i_{(\ell)} - \left( \sigma^\prime_{i(\ell)} + 2\sigma^i_{(k)} \right) \tilde{B}^i_{(n)} ,$$

$$\beta^i_{(\ell)} = \sigma^i_{(k)} \tilde{B}^i_{(n)} , \quad \beta^\prime_{i(\ell)} = 2\sigma^\prime_{i(k)} \tilde{B}^i_{(n)} + \frac{2}{3} \sigma^i_{(k)} \tilde{B}^i_{(n)} + 2\epsilon^i_{(\ell)} .$$

(5.42)

Following \cite{381, 378, 243}, we adopt the initial condition for the shear from $(\sigma/H)_i \sim 10^{-6}$. We choose the seed field to be $\tilde{B}^i = 10^{-20}$ G, as typical of those produced around the recombination era \cite{363}.
Given the system of initial conditions (5.42), one can notice that the interaction variable $I_a$ plays the fundamental role in the interaction process. In particular, if we set $I_a = 0$ initially, then no amplification takes place. We show the time evolution $I_a(\tau)$ in Figure 5.1 on a log-log scale. A noteworthy feature in the figure is the rapid decay of $I_a$ for both scalars and tensors. Although the interaction with scalar perturbations decays slightly slower, it essentially follows the same trend as the interaction with gravitational waves. We are thus led to conclude that even including scalar perturbations in the interaction, we reach the same conclusion as [165] and [243] that there is no significant amplification of electromagnetic fields coming from the interaction.

![Figure 5.1: Time evolution of the interaction variable in log-log axes. Note that for the interaction with scalars, the decay is slightly slower than for tensors.](image)

The effect of the gravitational perturbations on the interaction is thought to be largest at the point where the modes enter the horizon. This is clearly evident in Figures 5.2(a) and 5.2(b). A couple of features are worth noting from Figure 5.2(a). One is that the spectrum for the interaction variable mimics that of gravitational waves. It is also consistent with the fact that gravitational waves start oscillating at horizon crossing. This is to be expected since although for a spatially inhomogeneous magnetic field $\tilde{B}_a$, the product $I(\ell) = \tilde{B}_a(\ell)\sigma(\ell)$ becomes a convolution in Fourier space, $I(k) = \sum_n B(n)\sigma(k-n)$, we have only considered the mode-mode coupling case, $I(k) = B(k)\sigma(k)$.

The power spectra for the case of interaction with scalars are not as interesting. There is no scale dependence on the interaction variable $I_a$, cf equation (5.27a). This is because
Numerical Integrations

Figure 5.2: Plots of Power vs scale ($\ell$); we define the power as $P_\alpha = |x(\ell)^2|$. (a): Power spectra of the magnetic field variable $\beta(\ell)$ (green, solid), and the interaction variable $I(\ell)$ (blue, dashed) at redshift $z = 0$ for the tensor case. (b): Power spectra of the magnetic field variable $\beta(\ell)$ (green, solid), and the interaction variable $I(\ell)$ (blue, dashed) at redshift $z = 0$ for the scalar case.

the Laplacian term for scalar perturbations comes from the acceleration vector which is identically zero in the dust case $A_b = 0$.

It would be interesting to generalize our treatment to include the case of non-zero pressure. This will lend us to the radiation dominated era where one can incorporate photons in the plasma and can consider collisional effects as was done in [219, 363] for example. One could treat the interesting case of simultaneous generation and amplification of magnetic fields by coalescing these phenomena.
Chapter 6

Conclusions and Future Outlook

6.1 Conclusions

Interactions of gravitational radiation with electromagnetic fields in laboratory, astrophysical and cosmological environments have been studied using a variety of formalisms by several authors in the literature [373, 335, 271, 77, 34, 273, 381, 65, 165]. The studies have generally focused on the effects of gravitational waves on electromagnetic fields as a viable mechanism to amplify weak magnetic fields. Other studies have studied the effects of electromagnetic fields on gravitational radiation. Such effects include, for example, the gravitational analogue of cyclotron damping, Landau damping, Faraday rotation of gravitational waves etc. (see for example [339, 261] and references therein).

In this work, we have used the 1+3 Covariant formalism to carry out an analysis of the coupling between gravitational perturbations with electromagnetic fields as a possible means for magnetic field amplification in a cosmological setting. This carries to completion the work began in [65] and [417]. In agreement with the work of [165] and [243] we argue that there is no significant amplification resulting from the interaction of magnetic field with gravitational waves. Even with the inclusion of density perturbations, the induced fields may still be orders of magnitude smaller than those required by the galactic dynamo mechanism. This justifies the perturbative treatment and our neglect of backreaction effects.

The induction of electromagnetic fields due to the interaction of a test magnetic field with gravitational waves was studied in [273] using the weak-field approximation. We included this study here as a subset, treating the background magnetic field as a first order perturbation and recovered similar results. This shows that there is no fundamental difference between the two approaches, apart from a labeling of spacetimes, which should not affect physical results. We also extended this study by using a proper non-linear perturbative framework.
This framework was applied in [65], but an erroneous argument there led to the neglect of the rotation of the Electric field, thus restricting the study to perfectly conducting environments. This result, which led to the conclusion that the interaction was independent of the conductivity of the medium, was subsequently refuted in [380]. In fact, upon inspection of the initial conditions (5.42) one can conclude that even if one initially sets the rotation of the Electric field to zero, $\mathbf{E}_i = 0$ there are non-zero terms on the right hand side of the initial conditions for $\dot{\mathbf{E}}$ that will seed a non-zero $\mathbf{E}$. We also carry to completion the work presented in [417] by doing a proper extraction of the scalar and tensor modes in the perturbation equations and including numerical integrations. In terms of the conductivity of the cosmic medium, [273] restricted their study to poor conducting mediums, [65] to perfectly conducting mediums and [417] treated the MHD approximation. We carried our analysis for all three cases. We find that for tensor perturbations, the ideal MHD approximation is just the same as the perfect conductivity assumption of the fluid treatment. For scalar perturbations, we find an additional source term in the induced field (compared with perfectly conducting environments) due to the coupling of the seed field with scalar velocity perturbations. The current term $\mathbf{J}_a$ was neglected at all orders in [65], in an attempt, presumably, to uphold the background magnetic field’s homogeneity condition $D_a \tilde{B}_b = 0$. However, this is not necessary since introducing the current term at the non-linear order does not break the condition $D_a \tilde{B}_b = 0$. Also, one cannot consistently invoke Ohm’s law for poor and perfect conducting environments without a current term. In [417], an inhomogeneous seed field was assumed thereby requiring a first order current $\mathbf{J}^a = \rho_e v_e^a + \rho_i v_i^a = -e(n_e v_e^a - n_i v_i^a)$ to uphold the condition $D_a \tilde{B}_b \neq 0$. However, after decoupling (which is the era considered there), Thompson scattering is no longer efficient. Thus electrons and ions are tightly coupled by coulomb scattering at first order. Their velocity fields are therefore equal as they form a perfectly coupled baryon fluid [179, 278]. There can be therefore no currents generated at this order and the condition $\text{curl} \tilde{B}_a = \mathbf{J}_a \approx 0$ will render the seed field homogeneous.

Both [65] and [417] integrate $\beta_a$ to recover the amplified magnetic field, after specifying a frame $u^a$. While this procedure takes into account the frame dependence of the induced magnetic field $B_a$, it invalidates gauge invariance as the recovered $B_a$ remains gauge dependent and takes the same value and form as it would have without the introduction of $\beta_a$. This is already pointed out in [380], see also [66] and [379]. In this work, we do not integrate $\beta_a$ to recover the induced field. Instead we simply note that one can assign a physical meaning to the magnetic field variable $\beta_a$ by noting that $\beta_a = 0$ describes the background adiabatic decay of the fields. Any deviation from $\beta_a = 0$ would then imply amplification of the background field. Moreover, $\beta_a$ is a linear combination of terms that source magnetic fields through the
induction equation (5.4). Thus we can estimate the relative importance of each source term through $\beta_a$ without having to integrate it to recover the gauge-dependent $B^a$. For example, we see from Figure 5.2(a) that the rotation of the electric field dominates at small scales compared to the interaction term. Observations of cosmological magnetic fields are difficult enough as it is, a new cosmological observable would lead to better understanding of studies in magnetic fields. While $\beta_a$ may not be that quantity, it does arise naturally from Maxwell’s equations.

Mechanisms that seek to generate magnetic fields, relying on non-linear perturbation theory are attractive for several reasons [145]. Among these is that they can easily blend in with known physics as they become relevant around the recombination era. This makes it possible to quantitatively evaluate the generated fields using CMB constraints. In this work, we have restricted our gravitational field perturbations to first order in our treatment. In [77] the interaction of a strong non-linear gravitational wave with electromagnetic fields was studied, leading to new phenomena that are otherwise absent in the linearized treatment. Progress in non-linear perturbation theory will allow us to investigate these non-linear effects in a manner that is free of spurious gauge modes [122, 117].

### 6.2 Future Outlook

The characterization of the observed large scale magnetic fields as ‘primordial’ remains open to question. Despite the growing interest and our increasing understanding of cosmological electromagnetism, many fundamental questions on their possible origin and subsequent evolution remain unanswered. Current observations of galactic magnetic fields is not enough to constrain the properties of a primordial magnetic field. This is as a result of the uncertainties in the theory of galaxy formation, and the fact that the MHD dynamo mechanism and other non-linear effects are likely to alter the nature of any seed field present at the onset of galaxy formation. To circumvent this issue, more observation is required to map out the strength and evolution of magnetic fields at cosmological distances. Intergalactic magnetic field observations may also provide a setting where the seed field has not been affected by astrophysical processes. Large modern radio astronomy telescopes like the SKA [51] and LOFAR [21] have identified the issue of cosmic magnetism as one of their key science projects.

As already mentioned in the introductory paragraphs, Magnetogenesis by second order effects, have the tendency of generating fields with energy densities at fourth order in perturbation theory. Such methods, though attractive for their simplicity and physical appeal, cannot in general be constrained by CMB anisotropies. On the other hand, one can look to
study secondary effects of the generated magnetic fields as a viable means of constraining theories of magnetogenesis. This could be a fruitful enterprise given the current proliferation of magnetogenesis theories [46].

In general, first order perturbation methods can be used to get an impression of the underlying physics of a given problem. However they are plagued by gauge issues at non linear orders. This feature paves a way for the study of electromagnetism in curved spacetimes by numerical methods. It would be interesting to carry out studies of magnetic field amplification by numerically integrating the non linear GRMHD equations within the framework of numerical relativity. Furthermore, the collision of a neutron star with a black hole provides a rich arena for the interplay between gravity and electromagnetism. It is not unreasonable to think that signatures from such phenomena could be observed with the next generation of interferometric detectors.
Part II

Numerical Relativity
Chapter 7

Rudiments of Numerical Relativity

7.1 Historical Context

General relativity, unlike Newtonian theory of gravity, describes gravitational interactions by adopting a geometric picture of spacetime. Within this description, matter moves according to the curvature of spacetime, which is in turn curved by the very presence of matter. An added level of intricacy is the fact that the gravitational field acquires its own dynamical properties even in the absence of matter, a feature which is clearly demonstrated by the collapse of pure gravitational waves into a black hole \cite{4,17}. These aspects present a non linearity within the concomitant field equations of gravity. As a result, the Einstein field equations

\[
G_{ab} \equiv R_{ab} - \frac{1}{2} g_{ab} R = 8\pi T_{ab},
\]

are challenging to solve for general spacetimes whose exact forms are not analytically known. This deceptively simple system (7.1) is actually a set of ten quasi-linear coupled partial differential equations for the ten components of the four dimensional metric tensor \( g_{ab} \). Analytical solutions of the field equations are limited to simplified spacetimes, which are often endowed with unrealistic symmetry assumptions. The aim of numerical relativity is to set up the field equations (7.1) as an initial-boundary value problem, and evolve the metric functions numerically in time. This approach allows for more realistic simulations of systems involving strong gravitational fields, where perturbative approximations would naturally break down or otherwise cumbersome to manipulate.

One of the most important problems involving strong gravitational fields in relativity is the evolution of black hole spacetimes. The first numerical simulations of black hole dynamics were attempted nearly 50 years ago \cite{194,349}. With the advent of the computer age and
a growing interest in the field of black hole and gravitational physics in general, the field of numerical relativity emerged. Subsequent advances in the field over the years has since made it possible to simulate the final stages of highly relativistic colliding binary black holes and other compact objects like neutron star binaries. One of the original motivations for pursuing black hole spacetime evolutions was to provide templates of gravitational waveforms for current and future generation interferometric gravitational wave observatories. This enterprise has helped mature the field and in turn spawned other interests within the realm of numerical and mathematical relativity. As a result, there are now several independent numerical relativity codes currently in use within the community [400, 82, 333, 203, 140, 32, 95]. In addition to the computational advances, there has been progress in commissioning state-of-the-art interferometric observatories like LIGO [2], VIRGO [5], TAMA [364], GEO600 [186], etc. with prospects of directly detecting gravitational wave bursts from compact sources. Another thrust along this direction is the establishment of several collaborations between members of the numerical relativity, gravitational wave data analysis communities and other communities specializing in analytical methods, culminating in the NJNA and NRAR projects [30]. Several reviews have been compiled on the current status of the binary black hole problem, see for example [206].

Aside from colliding binaries, numerical relativity can also be used to shed some light on various other issues of physical interest. For example, Choptuik’s study of spherically symmetric collapse of massless scalar fields using numerical techniques led to the discovery of critical phenomena [113, 189]. There has also been progress in studying event and apparent horizons and approaches to spacetime singularities during gravitational collapse. Such studies pave a way towards numerical investigations of Penrose’s cosmic censorship hypothesis [307, 308]. Another area of interest has been the interplay between electromagnetism and gravity in curved spacetimes [295, 174, 290]. This offers the possibility of detecting electromagnetic signatures of black hole mergers or ringdown in the presence of magnetic fields [287, 123, 410]. These and other issues, which were previously only limited to perturbative or post-Newtonian approximation treatment, are now routine applications for most numerical relativity codes. Although the field may have a certain astrophysical disposition, there is nothing inherent within numerical relativity techniques that would restrict their application to astrophysical problems. As a matter of fact, numerical methods are being increasingly employed in studying various aspects of cosmological models. A fascinating paradigm in this division is the simulation of a black hole lattice universe [55, 56, 403]. These types of cosmological models have certain implications on the overall understanding of inhomogeneity and backreaction effects in cosmology [256, 83]. Moreover, there is growing interest in
applications of numerical relativity tools beyond standard general relativity \cite{331,303} and higher dimensional theories \cite{411,398,345}.

With a history that spans just over half a century, numerical relativity is a somewhat complex subject, drawing from different facets of geometry, computational science and general relativity. However, the apparent complexity has simpler underpinnings. A typical recipe for any simulation involves a choice of formulation for the Einstein field equations. Of course, there are, in addition, problem-dependent issues such as initial data and boundary conditions. The reduction of the field equations (7.1) into a standard PDE system involves several aspects such as the main evolution equations, the system of constraint equations and the gauge system which represents the coordinate choice. These components give rise to a range of evolution formalisms. A general evolution mechanism for the Einstein field equations can be classified largely as either Cauchy, Characteristic or Hyperboloidal. This classification is based on the type of initial value problem that each class solves. In this work, we restrict our attention to the widely adopted Cauchy formulation, in particular the 3+1 type formulations (see §7.2 and §7.3). There has been significant progress in finding well posed formulations which avoid issues such as constraint instabilities and other computational nightmares that result in early termination of numerical relativistic simulations \cite{346,324}. Also common to all numerical relativity codes is the use of discretization procedures. A popular method of choice in this category has been the use of second order accurate finite difference stencils with iterative Crank-Nicholson time integration within the method of lines framework. Other methods that have recently entered the mainstream are finite elements \cite{237,109}, spectral methods \cite{182,229,71} and higher order finite difference schemes. These choices ultimately have a bearing on significant issues such as ease of implementation, stability, well-posedness, physical appropriateness, long term behavior and overall efficiency.

Withing the guise of general relativity, isolated systems like black holes and other compact objects of astrophysical interest are well approximated by asymptotically flat spacetimes. In studying these systems, one is immediately confronted with the outer boundary condition, which is typically the radiation boundary condition. At the theoretical level, such boundary conditions must be imposed at infinity, a configuration which is not computationally feasible. One has several options to deal with this issue. For example, through compactification methods, it is possible to adopt a coordinate system that maps spatial infinity to some finite coordinate value \cite{169}. A simpler alternative involves setting the boundary conditions at a sufficiently large distance from the source. In this case, one proceeds by adopting a discretization procedure that is capable of resolving the fine scale features in the vicinity of the source while simultaneously allowing the grid to stretch to large distances. One such
example is the Fish eye coordinate system \([95, 413]\). This can be viewed as a mapping from a uniform coordinate system to a warped coordinate system that concentrates more grid points in the vicinity of the source, and rarefies grid points away from the source. The scheme allows the use of moderate grid sizes in the simulation of compact sources. Another novel technique to deal with the large range of length scales is mesh refinement, where the grid spacing is chosen locally according to the accuracy requirements of a specific region in the computational grid \([263, 298, 334, 137, 409]\). Numerical integrations with mesh refinement are typically carried out on a hierarchy of (Cartesian) nested grids, see §8.8 for more details. It is known that during the implementation of such algorithms, several issues related to scalability, loss of convergence, spurious reflections and loss of conservation\(^1\) may arise \([22, 413, 334, 248, 33, 112]\). In this second part of the thesis, we focus on the issue of convergence and spurious reflections. The problems of scalability and loss of conservation do not arise in our work because (i) Our mesh refinement implementation is not yet fully parallel and (ii) We are dealing with the vacuum Einstein field equations (which are not in conservative form). However, these issues will be addressed in future work.

### 7.2 Foliations of Spacetime

In this section we outline how one can cast the seemingly abstract tensorial form of the field equations \((7.1)\) into a Cauchy or initial value problem amenable to numerical treatment. This amounts to decomposing the four dimensional spacetime \((\mathcal{M}, g_{ab})\) into a group of non-intersecting Cauchy hypersurfaces \(\Sigma\), by using a timelike vector \(n^a\), normal to \(\Sigma\). Within this configuration, the hypersurfaces \(\Sigma\) coincide with the level surfaces of some parameter \(t\), which can be interpreted as coordinate time. This setup induces a spatial metric \(\gamma_{ab}\) on the 3-dimensional hypersurfaces \(\Sigma\) such that,

\[
\gamma_{ab} = g_{ab} + n_a n_b, \quad \gamma^{ab} = g^{ab} + n^a n^b. \tag{7.2}
\]

Like the four dimensional metric \(g_{ab}\), the 3-metric \(\gamma_{ab}\) is symmetric in the indices \(a\) and \(b\). Quantities on \((\mathcal{M}, g_{ab})\) are decomposed with respect to the foliation through projection tensors \(N^a_b\) and \(\gamma^a_b\) which project along and orthogonal to the timelike 4-vector \(n^a\), respectively.\(^1\)

---

\(^1\)In this case the ‘conservation’ referred to here is the requirement that fluxes into the fine grid across a coarse-fine cell boundary must equal the flux out of the coarse cell.
These projection tensors are defined as,

\[ N^a_b = -n^a n_b \, , \quad (7.3) \]
\[ \gamma^a_b = \delta^a _b + n^a n_b \, , \quad (7.4) \]
such that,

\[ N^a_c N^c_b = N^a_b , \quad N^a_a = 1 , \quad N_{ab} n^b = n_a , \quad (7.5) \]
\[ \gamma^a_c \gamma^c_b = \gamma^a_b , \quad \gamma^a_a = 3 , \quad \gamma_{ab} n^b = 0 \, . \quad (7.6) \]

We define a spatially projected covariant derivative, compatible with the induced metric \( \gamma_{ab} \), as

\[
D_{Q} Q^a_{c \ldots d} \equiv \gamma^a_p \cdots \gamma^b_q \gamma^r_c \cdots \gamma^s_d \gamma^f_e \nabla_f Q^{p \ldots q}_{r \ldots s} \, . \quad (7.7)
\]

One can easily show that \( D_a \gamma_{bc} = 0 \) as required. The Einstein field equations (7.1) are given in terms of four dimensional quantities. In order to decompose the field equations in 3+1 form, we will need 3-dimensional expressions for the tensors involved. We therefore continue and define the 3-dimensional Riemann tensor associated with the induced metric \( \gamma_{ab} \) as,

\[
R^d_{abc} = \partial_b \Gamma^d_{ac} - \partial_a \Gamma^d_{bc} + \Gamma^f_{ac} \Gamma^d_{fb} - \Gamma^f_{bc} \Gamma^d_{fa} \, , \quad (7.8)
\]

where the \( \Gamma^a_{bc} \) are the associated 3-dimensional connection coefficients defined through the 3-metric \( \gamma_{ab} \) as,

\[
\Gamma^a_{bc} = \frac{1}{2} \gamma^{ad} (\partial_c \gamma_{db} + \partial_b \gamma_{dc} - \partial_d \gamma_{bc}) \, . \quad (7.9)
\]

The 3-dimensional Riemann tensor as given by (7.8) is a purely spatial tensor encoding information about the curvature intrinsic to the spatial slice \( \Sigma \). To get a full picture of the curvature information, we need to know how the 3-dimensional hypersurface \( \Sigma \) is embedded in the 4-dimensional manifold. This information is encoded in the extrinsic curvature \( K_{ab} \).

We define \( K_{ab} \) through spatial projections of the gradient of the timelike 4-vector,

\[
K_{ab} = -\gamma^c_a \gamma^d_b \nabla_c n_d \, . \quad (7.10)
\]

It is not difficult to see that \( K_{ab} \) is also symmetric in the indices \( a \) and \( b \). The extrinsic curvature can also be written as a Lie derivative along the timelike 4-vector \( n^a \),

\[
K_{ab} = -\frac{1}{2} \mathcal{L}_n \gamma_{ab} \, . \quad (7.11)
\]
If the 4-vector $n^a$ is along the time direction, then equation (7.11) provides a propagation equation for the 3-metric $\gamma_{ab}$. However, in general this is not the case since $n^a \nabla_a t = \alpha^{-1} \neq 1$, where $t$ is a scalar function that can be interpreted as a global time function. We thus consider instead the vector,

$$t^a = \alpha n^a + \beta^a,$$

(7.12)
such that $t^a \nabla_a t = 1$. Here, $\alpha$ and $\beta^a$ are the lapse function and shift vector respectively. The vector $t^a$ can be interpreted as connecting points with the same spatial coordinates from one hypersurface to the next. With this identification, one can interpret the lapse function $\alpha$ as a measure of the lapse of proper time between hypersurfaces, while the shift vector $\beta^a$ measures how coordinates shift within a hypersurface with respect to the 4-vector $n^a$. Finally, the line element $ds^2 = g_{ab} dx^a dx^b$ of the 4-dimensional spacetime is split according to,

$$ds^2 = -(\alpha^2 - \beta_i \beta^i) dt^2 + 2\beta_i dt dx^i + \gamma_{ij} dx^i dx^j,$$

(7.13)

where $\beta_i = \gamma_{ij} \beta^j$. In this coordinate system, one can identify the components of the timelike 4-vector $n^a$ as,

$$n^a = \left(\frac{1}{\alpha}, -\beta^i/\alpha\right), \quad n_a = (-\alpha, 0).$$

(7.14)

Given the space time quantities $\gamma_{ab}$, $\beta^a$ and $\alpha$, one can reconstruct the 4 dimensional metric $g_{ab}$ as,

$$g_{ab} = \begin{pmatrix} -\alpha^2 + \beta_k \beta^k & \beta_i \\ \beta_j & \gamma_{ij} \end{pmatrix}, \quad g^{ab} = \begin{pmatrix} -1/\alpha^2 & \beta^i/\alpha^2 \\ \beta^i/\alpha^2 & \gamma^{ij} - \beta^i \beta^j/\alpha^2 \end{pmatrix}.$$

(7.15)

In addition, the determinant of the 4-metric $g = \det g_{ab}$ is related to that of the 3-metric $\gamma = \det \gamma_{ij}$ by

$$\sqrt{-g} = \alpha \sqrt{\gamma}.$$

(7.16)

This reconstruction of the 4-metric becomes necessary when, for example, one solves the geodesic equation (7.89).

### 7.3 3+1 Form of the Field Equations

Throughout all the thesis, we are considering the vacuum Einstein field equations, characterized by the vanishing of the energy momentum tensor $T_{ab} = 0$. The Einstein field equations can be recast in 3+1 form by considering projections along and orthogonal to the 4-vector $n^a$. The only possible projections are:
1. Full projection along \( n^a \),

2. Full projection onto the spatial slice \( \Sigma \) (orthogonal to \( n^a \))

3. Mixed projection, where one index is projected along and the other orthogonal to \( n^a \).

Considering all three possibilities leads to the following system of equations,

\[
\gamma^c_a \gamma^d_b R_{cd} = 0, \quad (7.17)
\]
\[
n^a n^b \left( R_{ab} - \frac{1}{2} R g_{ab} \right) = 0, \quad (7.18)
\]
\[
\gamma^c_a n^b \left( R_{cb} - \frac{1}{2} R g_{cb} \right) = 0. \quad (7.19)
\]

In order to proceed, we need expressions for the terms on the left hand side in terms of three dimensional quantities. Starting from the Ricci identity

\[
D_a D_b v^c - D_b D_a v^c = R_{abcd} v^d, \quad (7.20)
\]

where \( v^a \) is a 3-vector orthogonal to the timelike vector \( n^a \) and the 3-Riemann tensor \( R_{abcd} \) is given by \((7.8)\), one recovers Gauss relation (after some manipulation) relating the full Riemann tensor to the spatial Riemann tensor,

\[
\left( R^c_{dab} \right)_\perp = R^c_{dab} + K^c_a K_{db} - K^c_b K_{ad}, \quad (7.21)
\]

where \([\cdots]_\perp\) indicates spatial projection along all the free indices. We are interested instead in the relation between the four dimensional Ricci tensor and the spatial Ricci tensor. To this end, we contract (on the indices \( c \) and \( a \)) to recover the contracted Gauss relation,

\[
\gamma^c_a \gamma^d_b \left( R_{cd} + \gamma_{ad} n^d \gamma^b n^\sigma \right) R^\mu_{d\rho\sigma} = R_{ab} + K K_{ab} - K_{ad} K^d_b. \quad (7.22)
\]

Further contraction, leads to the following scalar Gauss equation, relating the Ricci scalar of the full spacetime to that of the spatial slice,

\[
(4) R + 2 (4) R_{cd} n^c n^d = R + K^2 - K_{cd} K^{cd}. \quad (7.23)
\]

We need one more relation, to accommodate the mixed projection \((7.19)\). For this, we turn to the Ricci identity of the full space time,

\[
\nabla_a \nabla_b v^c - \nabla_b \nabla_a v^c = R_{abcd} v^d. \quad (7.24)
\]
Carrying out a mixed projection on (7.24) and some manipulations leads to the Codazzi-
Mainardi relation
\[ \gamma^c_{,a}n^p\gamma^q_{,b}R_{spq}^r = D_bK^c_{,a} - D_aK^c_{,b}. \] (7.25)

To recover the relation in terms of the Ricci tensor, we contract over \( a \) and \( c \) to get the contracted Codazzi-Mainardi relation,
\[ \gamma^p_{,a}n^qR_{pq}^r = D_aK - D_pK^p_{,a}. \] (7.26)

We can now plug (7.22), (7.23) and (7.26) into (7.17)–(7.19), respectively to arrive at a 3+1 formulation of the field equations. We refer the reader to [180, 49, 393] for insight and detailed derivations of the geometric relations presented in this section.

### 7.3.1 Evolution and Constraint equations

With the preliminaries presented above, we now present the explicit form of the Einstein field equations (7.17)–(7.19) in terms of 3+1 decomposed quantities. The resulting system of equations is often referred to as the Arnowitt-Deser-Misner (ADM) form, in reference to the ideas presented in [28]. Equation (7.17) results in six evolution equations for the six independent components of the extrinsic curvature \( K_{ab} \), while (7.18) and (7.19) lead to one constraint equation (Hamiltonian or energy constraint), and three constraint equations respectively (momentum constraint). The entire system is supplemented by (7.11) for the propagation of the three metric and is given as,

**Propagation:**

\[ \partial_t g_{ij} = -2\alpha K_{ij} + D_i\beta_j + D_j\beta_i, \] (7.27a)
\[ \partial_t K_{ij} = -D_iD_j\alpha + \alpha(R_{ij} - 2K_{ik}K^{k}_{,j} + KK_{ij}) + \beta^k\partial_kK_{ij} + K_{kj}\partial_i\beta^k + K_{ik}\partial_j\beta^k. \] (7.27b)

**Constraint:**

\[ \mathcal{H} \equiv R - K_{ij}K^{ij} + \mathcal{K}^2 = 0, \] (7.28a)
\[ \mathcal{M}_i \equiv D_jK^j_{,i} - D_iK = 0. \] (7.28b)
which are the Hamiltonian and momentum constraints respectively. In (7.27), $D_i$ is the 3-dimensional covariant derivative associated with the 3-metric $\gamma_{ij}$, $R_{ij}$ and $R$ are the three-dimensional Ricci tensor and Ricci scalar, respectively given by

$$R_{ij} \equiv \frac{1}{2} \gamma^{kl}(\gamma_{kj,l} + \gamma_{jl,k} - \gamma_{kl,j} - \gamma_{lj,k}) + \gamma^{kl}(\Gamma^m_{i l} \Gamma^l_{mkj} - \Gamma^m_{ij} \Gamma^l_{mk}) , \quad (7.29)$$

$$R \equiv \gamma^{ij} R_{ij} . \quad (7.30)$$

Given initial and boundary conditions for the fields $(\gamma_{ij}, K_{ij})$, the propagation equations (7.27) describe the time evolution of the system and can be numerically integrated. It is noteworthy that although the evolution system (7.27) involves the shift vector $\beta^i$ and the lapse function $\alpha$, it does not provide any equations for these variables. As a result, the system is underdetermined and cannot, as it stands, provide a unique solution. This feature is related to the gauge freedom in general relativity. A gauge fixing procedure must be augmented to the system in order to form a genuine PDE problem. We discuss several gauge choices in §7.7.

### 7.3.2 Constraints Conservation

From a theoretical standpoint, it is important to assess the consistency of the system (7.27)–(7.28). The constraints equations (7.28) do not involve time derivatives. More importantly, they do not depend on the gauge functions $\alpha$ and $\beta^i$. They refer to a given spatial surface $\Sigma_t$, and must be satisfied at all other hypersurfaces during evolution.

To analyze the consistency of the ADM equations, it is important to investigate how constraint violations propagate in time. For the Hamiltonian constraint $\mathcal{H}$, one recovers the following propagation equation,

$$(\partial_t - \beta^i \partial_i) \mathcal{H} = 2\alpha K \mathcal{H} - 2\alpha \gamma^{ij} \partial_i M_j - 4\gamma^{ij} \partial_j \alpha M_i$$

$$+ \alpha \partial_l \gamma_{mk}(2\gamma_m^{jl} \gamma^{kj} - \gamma^m_{kj} \gamma^{lj}) M_j . \quad (7.31)$$

For the momentum constraint $M$, one arrives at the following propagation equation,

$$(\partial_t - \beta^j \partial_j) M_i = -\frac{1}{2} \alpha \partial_i \mathcal{H} - \mathcal{H} \partial_i \alpha + \alpha K M_i$$

$$- \beta^j \gamma^{jkl} \partial_l \gamma M_j + \partial_i \beta_k \gamma^{kj} M_j . \quad (7.32)$$

Clearly, the constraints are conserved during evolution. We note from (7.31) and (7.32) that if the constraints are satisfied initially, $\mathcal{H} = 0$ and $M = 0$, they remain so during evolution.
However, this is only true theoretically in an analytical setting. Because of round off and truncation error, the constraints are never exactly zero in a numerical evolution. This opens room for constraint violating modes to grow in time. In fact, numerically, the ADM system is prone to such constraint violation modes. The ability of a system to numerically conserve the constraint equations is related to a property referred to as Well-Posedness, which we discuss in the next section.

7.4 Hyperbolicity and Well-Posedness

In order to establish issues of existence, uniqueness and stability of solutions of the Einstein field equations one invokes some results on the theory of PDEs [162, 191]. An important property to consider in the formulations of the Einstein field equations or in general PDEs is that of well-posedness, which is the property that the solution of the system depend continuously on the initial data. In such cases small perturbations in the initial data will accordingly correspond to small perturbations in the solution. This property is given by the following definition [191],

**Definition 7.4.1** A system is well-posed if there exists some norm \| \cdot \|, such that the norm of the solution vector is bounded for all time \( t \geq 0 \) by

\[
\|u(t, x^i)\| \leq ke^{\alpha t}\|u(0, x^i)\|,
\]

where \( k \) and \( \alpha \) are constants that do not depend on the initial data of the solution. We say a system is ill-posed if it is not well-posed.

By definition, not all PDE systems are well-posed, however there are classes of PDEs that are well-posed. To gain further insight into this class, we look at some general classifications of PDEs. A second order PDE is classified as being parabolic, elliptic or hyperbolic based on the following generic model PDE in two variables,

\[
Au_{xx} + 2Bu_{xy} + Cu_{yy} + Du_x + Eu_y = F,
\]

where \( A, B \) and \( C \) are functions of \( x \) and \( t \). In analogy with the analysis of conic sections, the discriminant \( \Delta = B^2 - 4AC \) plays an important role in the classification of PDEs. In particular, the classification is based on whether the discriminant is less, equal or greater than zero. This classification system is summarized in Table 7.1. Because the discriminant of hyperbolic PDEs is positive, they have real characteristics, as opposed to the Elliptic
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<table>
<thead>
<tr>
<th>Category</th>
<th>Criterion</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyperbolic</td>
<td>$B^2 - 4AC &gt; 0$</td>
<td>Wave equation</td>
</tr>
<tr>
<td></td>
<td>$\partial_{tt}u = c^2 \partial_{xx}u$</td>
<td></td>
</tr>
<tr>
<td>Parabolic</td>
<td>$B^2 - 4AC = 0$</td>
<td>Heat equation</td>
</tr>
<tr>
<td></td>
<td>$\partial_t u = \alpha \partial_{xx}u$</td>
<td></td>
</tr>
<tr>
<td>Elliptic</td>
<td>$B^2 - 4AC &lt; 0$</td>
<td>Laplace equation</td>
</tr>
<tr>
<td></td>
<td>$\partial_{xx}u = 0$</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.1: Classification of partial differential equations.

PDEs, which have imaginary characteristics. The Einstein field equations of course are more complicated than the examples given in Table 7.1. However, one can manipulate them in such a manner that they fall into one of the classes. For example, the Parabolized ADM (PADM) equations are a parabolic formulation of the Einstein field equations, while the ADM and BSSN formulations are hyperbolic in nature. The constraint equations, on the other hand, are Elliptic as they apply on the instantaneous 3-spaces $\Sigma$.

Hyperbolicity is further classified into weakly hyperbolic, strongly hyperbolic or symmetric hyperbolic based on the eigenvalues of the characteristic matrix of the PDE system under consideration. Consider the quasilinear hyperbolic PDE system,

$$\partial_t u = A^i(u)\partial_i u + S(u), \quad (7.35)$$

where $u$ is the solution vector with $n$ components, each matrix $A^i$ is an $n \times n$ matrix, and $S$ is a source term. The characteristic matrix $P$ is formed from $P = A^i n_i$, where $n_i$ is some arbitrary unit vector. The system (7.35) is said to be:

- Weakly hyperbolic if the characteristic matrix $P$ has real eigenvalues, but does not posses a complete set of eigenvectors.

- Strongly hyperbolic if the eigenvalues of the characteristic matrix $P$ are real, and $P$ is diagonalizable for all unit vectors $n_i$. 
• Symmetric hyperbolic if the characteristic matrix $P$ is Hermitian. All symmetric hyperbolic systems are, by extension, strongly hyperbolic.

This classification relates to the well posedness of a system in that, strongly hyperbolic systems are well-posed, while weakly hyperbolic systems are ill-posed. One therefore expects strongly hyperbolic formulations of the Einstein field equations to conserve the constraint equations during evolution. In fact, several authors have dedicated a significant amount of effort to cast the Einstein field equations into strongly hyperbolic formulations — under suitable gauge conditions [346, 324].

### 7.5 Conformal Decompositions

The study of conformal transformations is important not only in 3+1 numerical relativity but in the field of general relativity as a whole. One can often gain insight into certain problems by studying conformal decompositions of the metric [222]. This method is used in deriving new formulations of the Einstein field equations (cf. BSSN formulation, see §7.6), and also in the construction of initial data (cf. York-Lichnerowicz conformal decompositions, see §7.9).

Consider the following conformal transformation of the metric,

$$\gamma_{ij} = \psi^4 \tilde{\gamma}_{ij} \quad \quad \gamma^{ij} = \psi^{-4} \tilde{\gamma}^{ij}, \quad (7.36)$$

where $\tilde{\gamma}_{ij}$ is referred to as the conformal metric. For instance, the conformal metric in the BSSN formulation is given by,

$$\tilde{\gamma}_{ij} = \gamma^{-1/3} \gamma_{ij}. \quad (7.37)$$

This absorbs one degree of freedom into the conformal factor, leaving five degrees of freedom in the conformally related metric. The particular choice of the scaling factor in Equation (7.37) leads to the conformal metric having unit determinant $\tilde{\gamma} = 1$, but is otherwise freely chosen. Under the conformal transformation (7.36), the connection coefficients transform according to,

$$\Gamma^i_{jk} = \tilde{\Gamma}^i_{jk} + 2(\delta^i_j \tilde{D}_k \ln \psi + \delta^i_k \tilde{D}_j \ln \psi - \tilde{\gamma}_{jk} \tilde{\gamma}^{il} \tilde{D}_l \ln \psi), \quad (7.38)$$

where $\tilde{\Gamma}^i_{jk}$ is the conformal connection associated with the conformal metric $\tilde{\gamma}_{ij}$. One can go further and define a covariant derivative $\tilde{D}_a$ associated with the conformal connection, such
that $\tilde{D}_a \tilde{\gamma}_{bc} = 0$. In a similar manner, the Ricci tensor $R_{ab}$ transforms as,

$$R_{ij} = \tilde{R}_{ij} - 2 \left( \tilde{D}_i \ln \psi + \tilde{\gamma}_{ij} \tilde{\gamma}^{lm} \tilde{D}_l \tilde{D}_m \ln \psi \right)$$

$$+ 4 \left( \tilde{D}_i \ln \psi \tilde{D}_j \ln \psi - \tilde{\gamma}_{ij} \tilde{\gamma}^{lm} \tilde{D}_l \ln \psi \tilde{D}_m \ln \psi \right),$$

while the Ricci scalar $R$ transforms according to

$$R = \psi^{-4} \tilde{R} - 8\psi^{-5} \tilde{D}^2 \psi. \quad (7.40)$$

Having presented the conformal decompositions of the metric, we now turn our attention to the decompositions of the extrinsic curvature $K_{ij}$. It is customary to separate the trace $K$ and trace-free parts $A_{ij}$ of the extrinsic curvature $K_{ij}$ as

$$K_{ij} = A_{ij} + \frac{1}{3} \gamma_{ij} K. \quad (7.41)$$

We then introduce a conformal transformation on the traceless part $A_{ij}$ as

$$A_{ij} = \psi^\alpha \tilde{A}_{ij}, \quad (7.42)$$

Where the exponent $\alpha$ is normally taken to be $\alpha = -4$ or $\alpha = -10$. This concludes the issue of conformal decompositions. The idea of conformal transformations forms the basis for the BSSN formulation (§7.6).

### 7.6 The BSSN Formulation

Despite their simplicity, the ADM equations are not commonly used in long term numerical evolution of general relativistic spacetimes. This system is actually only weakly hyperbolic and thus, it is ill-posed. The Baumgarte-Shapiro-Shibata-Nakamura (BSSN) [344, 48] formulation on the other hand has been shown to be strongly hyperbolic and thus well-posed for certain gauge choices [67, 190]. In order to present the BSSN system of equations, we
begin by introducing the following conformal variables, which are key in the formulation,

\[ \tilde{\gamma}_{ij} = e^{-4\phi} \gamma_{ij}, \]  
\[ \tilde{A}_{ij} = e^{-4\phi} \left( K_{ij} - \frac{1}{3} \gamma_{ij} K \right), \]  
\[ \phi = \frac{1}{12} \ln \gamma, \]  
\[ \tilde{\Gamma}^i \equiv \tilde{\gamma}^{jk} \tilde{\Gamma}_{jk}^i = -\tilde{\gamma}_{ij}^j, \]

where \( \gamma = \det(\gamma_{ij}) \) is the determinant of the physical metric \( \gamma_{ij} \). The conformal factor in (7.43a) is chosen such that the determinant of the conformal metric \( \tilde{\gamma}_{ij} \) is unity, cf. Equation 7.43c. The new variables are tensor densities with weight 1/6 for \( \phi \) and \(-2/3\) for \( \tilde{\gamma}_{ij} \) and \( \tilde{A}_{ij} \).

In total, the BSSN system consists of 17 variables \( \{\phi, K, \tilde{\gamma}_{ij}, \tilde{A}_{ij}, \tilde{\Gamma}^i\} \) whose evolution in time is derived from the ADM system. This results in the following coupled system of PDEs,

\[ \partial_t \phi = -\frac{1}{6} \alpha K + \beta^k \partial_k \phi + \frac{1}{6} \partial_k \beta^k, \]  
\[ \partial_t \tilde{\gamma}_{ij} = -2\alpha \tilde{A}_{ij} + \beta^k \partial_k \tilde{\gamma}_{ij} + \tilde{\gamma}_{ik} \partial_j \beta^k + \tilde{\gamma}_{jk} \partial_i \beta^k - \frac{2}{3} \tilde{\gamma}_{ij} \partial_k \beta^k, \]  
\[ \partial_t K = \alpha \left( \tilde{A}_{ij} \tilde{A}^j_i + \frac{1}{3} K^2 \right) - \gamma^{ij} D_i D_j \alpha + \beta^k \partial_k K, \]  
\[ \partial_t \tilde{A}_{ij} = \alpha \left( K \tilde{A}_{ij} - 2 \tilde{A}_{ik} \tilde{A}^k_j \right) + e^{-4\phi}(\alpha R_{ij} - D_i D_j \alpha)^{TF} + \beta^k \partial_k \tilde{A}_{ij} + \tilde{A}_{ik} \partial_j \beta^k + \tilde{A}_{jk} \partial_i \beta^k - \frac{2}{3} \tilde{A}_{ij} \partial_k \beta^k, \]  
\[ \partial_t \tilde{\Gamma}^i = 2\alpha \left( \tilde{\Gamma}^{j} \tilde{A}_{jk} - \frac{2}{3} \tilde{\gamma}_{ij} K^k j + 6 \tilde{A}_{ij} \phi_j \right) - 2\tilde{A}^{ij} \alpha_j + \tilde{\gamma}^{jk} \beta^i_{jk} + \frac{1}{3} \tilde{\gamma}_{ij} \beta^k_{jk} + \beta^j \tilde{\Gamma}^i j \]  
\[ -\tilde{\Gamma}^j \beta^i_{j} + \frac{2}{3} \tilde{\Gamma}^i \beta^j_{j}. \]

The superscript \([\cdots]^{TF}\) denotes the trace-free part with respect to the physical metric \( \gamma_{ij} \), and

\[ D_i D_j \alpha = \partial_i \partial_j \alpha - 4 \partial_i \phi \partial_j \alpha - \tilde{\Gamma}^k_{ij} \partial_k \alpha + 2 \tilde{\gamma}_{ij} \tilde{\gamma}^{kl} \partial_k \phi \partial_l \alpha. \]

The Ricci tensor \( R_{ij} \) is now written as a sum of two pieces

\[ R_{ij} = \tilde{R}_{ij} + \tilde{R}_{ij}^\phi, \]
where $R^\phi_{ij}$ is derived from Equation (7.39) and is given by,

$$R^\phi_{ij} = -2\tilde{D}_i\tilde{D}_j\phi - 2\tilde{\gamma}_{ij}\tilde{D}_k\tilde{D}_k\phi + 4\tilde{D}_i\phi\tilde{D}_j\phi - 4\tilde{\gamma}_{ij}\tilde{D}_l\phi\tilde{D}_l\phi ,$$  \hspace{1cm} (7.51)

$$\tilde{R}_{ij} = -\frac{1}{2}\tilde{\gamma}^{mn}\tilde{\gamma}_{ij,mn} + \tilde{\gamma}_{k(i}\tilde{\Gamma}^{k}_{j)} + \tilde{\Gamma}^{k}_{(ij)k} + \tilde{\gamma}^{mn}\left(2\tilde{\Gamma}^{k}_{m(i}\tilde{\Gamma}^{j)}_{kn} + \tilde{\Gamma}^{k}_{in}\tilde{\Gamma}^{j}_{kmj}\right).$$  \hspace{1cm} (7.52)

For this system to be analytically equivalent to the ADM system above, the introduced auxiliary variables have to satisfy the following constraints,

$$\tilde{\gamma}^{ij}\tilde{A}_{ij} = 0 ,$$  \hspace{1cm} (7.53)

$$\det\tilde{\gamma}_{ij} = 1 ,$$  \hspace{1cm} (7.54)

$$\tilde{\Gamma}^i = \tilde{\gamma}^{jk}\tilde{\Gamma}_{jk} i ,$$  \hspace{1cm} (7.55)

resulting from the definitions (7.43). These constraints can be enforced during evolution as follows,

- To enforce (7.53), replace $\tilde{A}_{ij}$ by

$$\tilde{A}_{ij} = \tilde{A}_{ij} - \frac{1}{3}\tilde{\gamma}_{ij}\tilde{\gamma}^{kl}\tilde{A}_{kl} ,$$  \hspace{1cm} (7.56)

after every time step. This was shown to have improved stability properties in [20].

- For (7.54), scale the metric $\tilde{\gamma}_{ij}$ after every time step by

$$\tilde{\gamma}_{ij} = \tilde{\gamma}^{-1/3}\tilde{\gamma}_{ij} ,$$  \hspace{1cm} (7.57)

- Only use the variable $\tilde{\Gamma}^i$ in places where it is differentiated, and replace it by

$$\tilde{\Gamma}^i = \tilde{\gamma}^{jk}\tilde{\Gamma}_{jk} i ,$$  \hspace{1cm} (7.58)

everywhere else [20].

To complete the specification of the BSSN formulation, we present the Hamiltonian and momentum constraints. In the new variables, the constraints (7.28) are given as [401],

$$\mathcal{H} \equiv e^{-4\phi}\tilde{\gamma}^{ij}(\tilde{R}_{ij} + \tilde{R}^\phi) - \tilde{A}_{ij}\tilde{A}^{ij} + \frac{2}{3}\tilde{K}^2 = 0 ,$$  \hspace{1cm} (7.59a)

$$\mathcal{M}^i \equiv D_j\tilde{A}^{ij} + 6\tilde{A}^{ij}\phi_{,j} - \frac{2}{3}\tilde{\gamma}^{ij}\tilde{K}_{,j} = 0 ,$$  \hspace{1cm} (7.59b)

These constraints are not enforced during evolution, but merely used to monitor the evolution.
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In general, formulations of the Einstein field equations in 3+1 form are not limited to the ADM or BSSN evolution equations. One can always add arbitrary multiples of the constraint equations to the right hand side of the 3+1 equations to recover new equations, possibly with differing levels of well-posedness, and hyperbolicity. Indeed, many formulations employing this procedure have been introduced in the literature. In addition, one can also introduce spatial derivatives of existing variables as new independent variables, effectively introducing new sets of subsidiary constraints. We refer the reader to [346, 324] for reviews on the formulation problem in numerical relativity.

7.7 Coordinate Conditions

The lapse function \( \alpha \) and shift vector \( \beta^i \), collectively referred to as gauge variables, encode information about the choice of coordinate system. There is no evolution equations for the gauge variables from the Einstein field equations, a feature representing the coordinate freedom in general relativity. These functions are thus freely specifiable and have to be specified before one can proceed with the evolution. The issue of gauge conditions in numerical relativity is quite involved, we discuss some common choices below and refer the reader to [180, 49] for the theoretical basis underlying these choices.

Geodesic coordinates

The simplest choice of slicing is the geodesic slicing. This slicing, which corresponds to unit lapse, along with a vanishing shift constitute the geodesic coordinates (also Gaussian-normal coordinates),

\[
\begin{align*}
\alpha &= 1 , \\
\beta^i &= 0 .
\end{align*}
\]  

(7.60a)  

(7.60b)

In this case, the coordinate time \( t \) coincides with the proper time of Eulerian observers. This choice of gauge may seem appealing at first, due to its simplicity. But it is singularity seeking in nature, a feature that makes it a poor coordinate choice. To clarify, consider the evolution of the trace of the extrinsic curvature,

\[
\partial_t K - \beta^i D_i K = -D^2 \alpha + \alpha \left( K_{ij} K^{ij} + 4\pi (\rho + S) \right) .
\]  

(7.61)
Applying the gauge condition (7.60), results in

\[ \partial_t K = \alpha \left( K_{ij} K^{ij} + 4\pi(\rho + S) \right) . \]  

(7.62)

Because the terms on the right hand side of (7.62) are always positive\(^2\), \(K\) increases monotonically without bound. This has the implication that the volume element of the Eulerian observers approaches zero due to the relation,

\[ \partial_t \ln \gamma^{1/2} = -K . \]  

(7.63)

As a result, the Geodesic gauge is prone to formation of coordinate singularities.

**Maximal slicing**

To circumvent problems associated with the Geodesic gauge condition, one can put a constraint in place to keep the volume elements of the Eulerian observers constant. A common choice along this line of thought is Maximal slicing, characterized by the imposition

\[ K = 0 = \partial_t K , \]  

(7.64)

which is valid for asymptotically flat space times. Equation (7.61), now results in an Elliptic equation for the lapse,

\[ D^2\alpha = \alpha \left( K_{ij} K^{ij} + 4\pi(\rho + S) \right) . \]  

(7.65)

Typically, one solves (7.65) while fixing \(K\) constant by not evolving (7.46) within the BSSN formulation. This is done to constrain \(K\) from drifting away from its initial value, due to numerical errors during evolution [20, 18]. The maximal slicing gauge has geometrical advantages over some gauge choices. Moreover, it is designed to be singularity avoiding. However, it requires the numerical solution of an Elliptic PDE during evolution. This is computational undesirable since the solution of (7.65) may dominate the computational effort, especially in 3D simulations.

**Harmonic coordinates**

Harmonic coordinates are obtained by requiring that the spacetime coordinates satisfy the harmonic condition,

\[ \nabla^a \nabla_a x^b = 0 , \]  

(7.66)

\(^2\)That the second term is positive is guaranteed by the strong energy condition.
where the d’Alembertian operator $\nabla^a \nabla_a$ is taken with respect to the full metric of the spacetime $g_{ab}$. Imposing the condition (7.66) is equivalent to the requirement that

$$g^{ab(4)} \Gamma^c_{ab} = 0 ,$$

(7.67)

where $g_{ab}$ is the 4-metric of the spacetime, and $^{(4)}\Gamma^a_{bc}$ is the connection associated with $g_{ab}$. Through the condition (7.67), one can derive evolution equations for the lapse $\alpha$ and shift vector $\beta^i$, thereby prescribing the harmonic gauge. However, one is not constrained to do so, as the condition can be applied separately for the time coordinate,

$$\nabla^a \nabla_a t = 0 \Rightarrow g^{ab(4)} \Gamma^0_{ab} = 0 ,$$

(7.68)

leading to the harmonic slicing condition,

$$(\partial_t - \beta^i \partial_i) \alpha = -K \alpha^2 .$$

(7.69)

In the case where the condition is applied to the full spacetime coordinates, the slicing condition (7.69) is supplemented by the shift condition

$$(\partial_t - \beta^i \partial_i) \beta^i = -\alpha^2 \left( \gamma^{ij} \partial_j \ln \alpha + \gamma^{jk} \Gamma^i_{jk} \right) .$$

(7.70)

The gauge condition (7.69)–(7.70) reduces the Einstein field equations into a set of non-linear hyperbolic wave equations which can be appealing for certain problems [404, 247, 171].

**Bona-Massó slicing**

This is a family of slicing conditions, for which the lapse is chosen to satisfy [69],

$$(\partial_t - \beta^i \partial_i) \alpha = -K \alpha^2 f(\alpha) .$$

(7.71)

There are several common choices for the arbitrary function $f(\alpha) \geq 0$. For the particular case of $f(\alpha) = 0$ we recover the Geodesic slicing condition, assuming that $\alpha = 1$ initially. With the choice $f(\alpha) \rightarrow \infty$, one recovers the maximal slicing condition. A particularly interesting choice is $f(\alpha) = 2/\alpha$. In this case, (7.71) reduces to

$$(\partial_t - \beta^i \partial_i) \alpha = -2K \alpha ,$$

(7.72)
which is commonly referred to as $1 + \log$ slicing [69, 26]. This is a reference to the fact that for $\beta^i = 0$, Equation (7.72) can be analytically solved to yield,

$$\alpha = 1 + \ln \gamma .$$ (7.73)

The slicing (7.72) is typically used in black hole spacetimes, along with a gamma freezing condition for the shift vector $\beta^i$ [19],

$$\left( \partial_t - \beta^i \partial_i \right) \beta^i = \frac{3}{4} B^i ,$$ (7.74a)

$$\left( \partial_t - \beta^i \partial_i \right) B^i = \partial_t \tilde{\Gamma}^i - \eta B^i ,$$ (7.74b)

where $\eta$ is a constant, typically chosen to be $\eta = 1/(2M)$ for a black hole of mass $M$. The combination (7.72) with (7.74) leads to stable evolution of puncture black hole spacetimes along with the BSSN formulation.

### 7.8 Evolving Black Hole Spacetimes

#### 7.8.1 Dealing with Singularities

Black holes have a curvature singularity at their core, where the curvature of spacetime becomes infinite. This is one of the most challenging features of general relativity, both from a theoretical and numerical perspective. When considering numerical simulations of black holes, one is confronted with the question of how to numerically represent the singularity. There are three avenues that one could consider and we list them below,

**Singularity avoidance**

When evolving initial data of Misner or Brill-Lindquist type, one is essentially presented with coordinate singularities, with the physical singularity due to appear later in the evolution. During evolution, there are means through which one can ‘avoid’ the singularity. The concept of singularity avoidance is achieved through the slicing condition. The key idea is to choose smaller values of the lapse function in regions of spacetime where a singularity is about to appear. Because the lapse function relates coordinate and proper time through,

$$d\tau = \alpha dt .$$ (7.75)
this strategy has the desirable effect of slowing down time closer to the singularity, and thus allowing longer evolution times,

\[ t \to \infty \quad \text{as} \quad \alpha \to 0. \quad (7.76) \]

Maximal slicing and the 1+log slicing condition have better singularity avoidance properties. These slicing conditions usually lead to the collapse of the lapse effect \([311]\). When using the geodesic slicing condition, one does not avoid the singularity but in fact rapidly approaches it. It can be shown that with this slicing condition, one will encounter the singularity at time \( t = \pi M \) for a single Schwarzschild black hole of mass \( M \).

While the singularity avoidance technique is an attractive feature, it does lead to an undesirable effect on the overall evolution. This can be illustrated from the fact that since time is effectively frozen inside the black hole while being required to evolve outside, large gradients in the metric fields develop near the horizon, thereby requiring more grid points at the black hole throat to resolve the fields and determine the gradients with reliable accuracy. This phenomenon is called grid stretching and with finite computational resources will eventually cause the simulation to terminate.

**Excision**

In the excision approach one excises the singularity, along with some region of spacetime within the apparent horizon, out of the computational domain. The technique itself relies on the fact that black hole interiors are causally disconnected from the surrounding exterior domain so that whatever dynamics inside the horizon cannot affect the physics outside of it. Numerically, excision is done by imposing ingoing boundary conditions on the excision boundary, a region of spacetime near the horizon. Of course in the case where the black hole is moving, one has to dynamically relocate the excision boundary. This procedure has been used successfully in stable evolutions of black hole spacetimes \([369, 20, 126, 347, 316]\).

**Punctures**

The puncture approach in its original form consisted of analytically factoring out the singular terms from the metric. These terms are then analytically differentiated, while the remaining terms are numerically differentiated without trouble. This is referred to as the static puncture method. Although this method works well in dealing with the singular terms in the metric, it forces the punctures to remain at a fixed coordinate position, even when the black holes involved in the simulation have non-zero linear momentum.
A breakthrough in long term simulations of black hole spacetimes came with the advent of the moving puncture method. In this method, the singularities are not factored out like in the static puncture method but are evolved directly, through a conformal factor in the BSSN formulation. Of course, one must ensure that the singular point corresponding to $r = 0$ does not align with a grid node during discretization. This amounts to using a staggered cell-centered grid, as opposed to a vertex centered grid. The puncture approach has become the method of choice for evolving black hole universes. These are cosmological models which are made up of a regular lattice of black holes [55, 402].

There are slight variations of the moving puncture method, related to which conformal factor one evolves within the BSSN evolution equations. Consider the conformal factor,

$$\psi = (\det \gamma_{ij})^{1/12}. \quad (7.77)$$

One has the following options,

- **The $\phi$-method**
  This method is characterized by the choice
  $$\phi = \ln \psi, \quad (7.78)$$
  and one recovers the original BSSN system of equations (7.44)–(7.48). As a cautionary note for puncture evolutions, we note that $\phi$ has a $O(\ln r)$ singularity at the puncture.

- **The $\chi$-method**
  This method is characterized by the choice,
  $$\chi = \psi^{-4}, \quad (7.79)$$
  $$\partial_t \chi = \frac{2}{3} \chi \alpha K + \beta^i \partial_i \chi - \frac{2}{3} \chi \partial_i \beta^i. \quad (7.80)$$
  as was advocated in [94]. The variable $\chi$ is $C^4$ at the puncture and thus better behaved. However, the final BSSN equations resulting from the use of $\chi$ will include terms involving divisions by $\chi$. To avoid infinities during evolution, one must ensure that $\chi$ is never zero by consistently replacing it by some small positive number in cases when it gets too close to zero.

- **The $W$-method**
This method is much similar in spirit to the $\chi$-method. In this case, the conformal factor is given by

\begin{equation}
W = \psi^{-2}, \tag{7.81}
\end{equation}

\begin{equation}
\partial_i W = \frac{1}{3} W \alpha K + \beta^i \partial_i W - \frac{1}{3} W \partial_i \beta^i. \tag{7.82}
\end{equation}

The major difference with the $\chi$-method, is that one does not have to manually ensure that the conformal factor, $W$ in this case, is non-zero \cite{274}. This is our method of choice when evolving black hole spacetimes.

### 7.8.2 Locating Horizons

**Apparent horizon**

Finding apparent horizons is an important problem in numerical relativity, especially in the studies of black hole spacetimes or other relativistic collapse phenomena. An apparent horizon is defined simply as the outermost marginally trapped surface \cite{202}. This is the surface where the expansion $H$ of outgoing null geodesics vanishes. Such a surface is given by \cite{405, 188},

\begin{equation}
0 \equiv H = D_i n^i + n^i n^j K_{ij} - K, \tag{7.83}
\end{equation}

where $n^i$ is the outward pointing unit 3-vector normal to the horizon surface and $D_i$ is the covariant derivative associated with the 3-metric $\gamma_{ij}$. It is useful to characterize the horizon surface as some level set of a scalar function

\begin{equation}
F(x^i) = 0. \tag{7.84}
\end{equation}

The unit normal vector $n^i$ can then be written in terms of $F$ as,

\begin{equation}
n^i = \frac{s^i}{\|s^k\|} \quad \text{where} \quad s^i = \gamma^{ij} D_j F, \tag{7.85}
\end{equation}

such that $n^i n_i = 1$ and $n^i s_i = 0$, and it is to be understood that the norm is taken with respect to the 3-metric, $\|s^k\| = \sqrt{\gamma^{ij} s_i s_j}$.

A common assumption in most apparent horizon finders is that the apparent horizon has $S^2$ topology, and is such that each radial coordinate line intersects the horizon at exactly one point. This configuration is referred to as a Strahlkörper shape \cite{336, 370} and guarantees
that the function $h(\theta, \phi)$, in the parametrization of the horizon surface,

$$F(r, \theta, \phi) = r - h(\theta, \phi) ,$$  \hspace{1cm} (7.86)

will remain single-valued. One then proceeds to expand the function $h(\theta, \phi)$ in spherical harmonics

$$h(\theta, \phi) = \sum_{l=0}^{l_{\text{max}}} \sum_{m=-l}^{l} \sqrt{\frac{4\pi}{a_{lm}}} Y_{lm}(\theta, \phi) .$$  \hspace{1cm} (7.87)

The goal of minimization methods is to vary the $a_{lm}$, and compute a trial horizon surface through the computation of the function $F(r, \theta, \phi)$ in (7.86) and hence the expansion $H$ in (7.83). An apparent horizon is considered found if one can find coefficients $a_{lm}$’s that minimize the surface integral,

$$S = \int H^2 d\Omega .$$  \hspace{1cm} (7.88)

This method is appealing because of its simplicity and ease of implementation. However several caveats are in order. For one, minimization algorithms have a tendency to settle at local minima. Moreover, they can be quite slow compared to other methods within the literature, for example flow methods [15]. Nevertheless, it has been used successfully by several authors [15, 25, 76, 161].

**Event horizon**

The geodesic equation plays an important role in the location of event horizons. This is because the event horizon of a black hole is traced out by outgoing null geodesics that never actually reach null future infinity. It is actually one of general relativity’s precepts that a particle (including light) propagating in a spacetime naturally follows a geodesic. Simply put, a geodesic is a curve of shortest ‘length’ between two points in a manifold. The three major approaches in locating event horizons are [372, 24],

1. integrate null geodesics forwards in time.
2. integrate null geodesics backwards in time.
3. integrate null surfaces backwards in time.

The geodesic equation is given in terms of the 4-metric as [209],

$$\frac{d^2 x^a}{d\lambda^2} + (4)\Gamma^a_{bc} \frac{dx^a}{d\lambda} \frac{dx^b}{d\lambda} = 0 .$$  \hspace{1cm} (7.89)
where $\lambda$ is some affine parameter. When considering null-geodesics, one can split (7.89) in 3+1 form into the following system [216],

$$\frac{dx^i}{d\lambda} = \gamma^{ij} p_j - \beta^i p^0,$$

$$\frac{dp_i}{d\lambda} = -\alpha \partial_i \alpha (p^0)^2 + \partial_i \beta^k p_k p^0 - \frac{1}{2} \partial_i \gamma^{lm} p_l p_m,$$

where,

$$p^i = \frac{dx^i}{d\lambda} \quad \text{and} \quad p^0 = \frac{\sqrt{\gamma^{ij} p_i p_j}}{\alpha}.$$

The last equality enforces the null condition $p^a p_a = 0$. A more general treatment of the geodesic equation in the 3+1 formalism can be found in [390]. In locating event horizons of numerically generated spacetimes, it is important to note that unlike apparent horizons, event horizons are a global property of a given spacetime. In general, one needs to know the full future evolution of a given slice before one can compute the event horizon there.

### 7.9 Initial Data Generation

A Cauchy formulation of the Einstein field equations require the specification of initial data. The procedure involves specifying the metric $\gamma_{ij}$ and extrinsic curvature $K_{ij}$ components on some initial spatial slice $\Sigma_0$, see [181, 127] for reviews on the subject. As we saw in §7, the ten components of the field equations reduce to six evolution and four constraint equations. Because of the constraint equations (7.28), it is not possible to freely specify all components of the fields $\gamma_{ij}$ and $K_{ij}$, as these must be chosen to satisfy (7.28). The constraint equations form a system of four coupled elliptic partial differential equations that must be solved to construct initial data for numerical space times. The four differential equations, are not enough to constrain all the twelve independent components ($\gamma_{ij}, K_{ij}$). This leaves eight undetermined components. We note that four of these represent the freedom to specify the lapse and shift. We are now left with four undetermined functions. These functions represent the two dynamical degrees of freedom characterizing the two polarization modes of gravitational waves. The constraint equations only constrain the longitudinal part of the gravitational field, leaving the transverse parts freely specifiable.

We note that there is no restriction on which of the twelve components ($\gamma_{ij}, K_{ij}$) are constrained by Equations 7.28. Under certain conditions, one can unambiguously separate out the longitudinal from the transverse parts of the fields. In general however, such a simplification is not possible. In this case one relies on decompositions of $\gamma_{ij}$ and $K_{ij}$ that often
allow, at least approximately, a convenient splitting of the longitudinal from the transverse parts. Typically, such decompositions also result in simpler Elliptic forms for the constraint equations that can be solved once appropriate boundary conditions are specified.

A simplification arises when one considers a moment of time symmetry. At the moment of time symmetry, the extrinsic curvature satisfies $K_{ij} = 0$, implying $K = 0$. This is because at this point, the line element of the full space time is invariant under time reversal $t \rightarrow -t$. This further implies the vanishing of the shift vector $\beta_i = 0$. In this case, the momentum constraint decouples from the Hamiltonian constraint and is trivially satisfied.

### 7.9.1 York Lichnerowicz Conformal Decomposition

Under the conformal transformation (7.36), the Hamiltonian constraint equation becomes

$$8\bar{D}^2\psi - \psi \bar{R} - \psi^5K^2 + \psi^5K_{ij}K^{ij} = -16\pi\psi^5\rho,$$

where $\bar{D}^2 = \bar{\gamma}^{ij}\bar{D}_i\bar{D}_j$ is the Laplacian operator and $\bar{R}$ is the Ricci scalar associated with the conformal metric $\bar{\gamma}_{ij}$. Incorporating the traceless decomposition of the extrinsic curvature $K_{ij}$ from (7.41) along with the conformal transformation (7.42) with $\alpha = -10$, the Hamiltonian constraint (7.93) reduces to the following Elliptic equation for the conformal factor $\psi$,

$$8\bar{D}^2\psi - \psi \bar{R} - \frac{2}{3}\psi^5K^2 + \psi^{-7}\bar{A}_{ij}\bar{A}^{ij} = -16\pi\psi^5\rho,$$

(7.94)

Now, given the conformal metric, the solution of (7.94) will allow a reconstruction of the physical metric $\gamma_{ij}$. However, unless one is considering time symmetric data, one cannot ignore the coupling with the extrinsic curvature terms.

To close the system, we now turn to the momentum constraint, which when written in terms of $\bar{A}_{ij}$ becomes,

$$\bar{D}_j\bar{A}^{ij} - \frac{2}{3}\psi^6\bar{D}_iK = 8\pi\psi^{10}j^i.$$  

(7.95)

The momentum constraint can be further simplified by considering the Scalar-Vector-Tensor irreducible splitting of $A^{ij}$ i.e. the splitting of $A^{ij}$ into a transverse traceless part and a longitudinal part $A^{ij} = A^{ij}_{TT} + A^{ij}_L$. In such a splitting the longitudinal part is given as,

$$\bar{A}^{ij}_L = \bar{D}^i W^j + \bar{D}^j W^i - \frac{2}{3}\bar{\gamma}^{ij}\bar{D}_j W^i,$$

(7.96)

in terms of the conformal metric $\bar{\gamma}_{ij}$. The rationale behind such a splitting lies in the fact that the transverse-traceless part satisfies $\bar{D}_i\bar{A}^{ij}_{TT} = 0$ and thus drops out of the conservation
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equation (7.95) and one is left with,

\[ \bar{\Delta}_L \bar{W}^i - \frac{2}{3} \psi^6 \bar{D}_i K = 8\pi \psi^{10} j^i , \]  

(7.97)

where the vector Laplacian \( \Delta_L \) operator is given as,

\[ \Delta_L \bar{W}^i = \bar{D}^2 \bar{W}^i + \frac{1}{3} \bar{D}^i \bar{D}_j + \bar{R}^i \bar{W}_j . \]  

(7.98)

Equations (7.94) and (7.97) can now be solved for the conformal factor \( \psi \) and the vector potential \( W^i \) to generate initial data. However, one needs to specify the remaining variables, i.e. \( A^{ij}_{TT}, \bar{\gamma}_{ij} \) and \( K \). The choice of these should reflect the physics of one’s problem, while simultaneously simplifying the resulting equations, where possible. Common choices include,

- **Transverse traceless part of \( A^{ij} \)**
  
  One can chose the condition,

  \[ A^{ij}_{TT} = 0 . \]  

(7.99)

From a physical standpoint, this choice can be interpreted as requiring that the gravitational wave content in the initial data be minimal.

- **Trace of the extrinsic curvature \( K \)**

  One can choose that \( K \) be constant. Note that with this choice, the momentum constraint equation (7.97) decouples from the Hamiltonian constraint equation (7.95). Apart from resulting in simpler equations, this choice is associated with the constant mean curvature spatial hypersurface. One can also use the gauge freedom at the initial slice to achieve \( K = 0 \) through the maximal slicing condition. A closely related assumption is that of time symmetry, characterized by the vanishing of the extrinsic curvature \( K_{ij} = 0 \). With these assumptions, one proceeds by first solving the Momentum constraint (7.95) and finally solving the Hamiltonian constraint separately.

  Without these simplifying assumptions, one can still proceed albeit with more complexity, as the constraint equations do not decouple [220].

- **Conformal metric \( \bar{\gamma}_{ij} \)**

  For most astrophysical problems, it is reasonable to assume conformal flatness, characterized by,

  \[ \bar{\gamma}_{ij} = \delta_{ij} , \]  

(7.100)
where $\delta_{ij}$ is the Kronecker delta symbol. This choice can be interpreted to mean that far from the source, the metric is only weakly curved, thus essentially flat.

To conclude this section we note that the decomposition of the Momentum constraint presented above is commonly referred to as the \textit{Conformal transverse decomposition}, a reference to the fact that the decomposition was presented in terms of $\bar{A}^{ij}$. One can proceed in a similar manner starting from the Momentum constraint in terms of the physical $A^{ij}$ instead of the conformal $\bar{A}^{ij}$, which is given by

$$D_j A^{ij} - \frac{2}{3} D_i K = 8 \pi j^i.$$ \hspace{1cm} (7.101)

Following this route leads to what is referred to as the \textit{Physical transverse decomposition}.

### 7.9.2 Conformal Thin Sandwich Approach

The Conformal thin sandwich approach can be viewed as an alternative to the York Lichnerowicz conformal decomposition approach to initial data generation [406, 127]

### 7.9.3 Black Hole Initial Data

The simplest black hole solution is the Schwarszchild solution, representing a static non rotating black hole. By applying the decomposition techniques described in the previous sections one can generate black hole spacetimes in a more systematic way. We present two such cases below, representing time symmetric and Bowen-York initial data.

**Time symmetric data**

For time symmetric data, characterized by the vanishing of the extrinsic curvature $K_{ij} = 0$, the momentum constraint is trivially satisfied. The Hamiltonian constraint equation (7.94) then reduces to,

$$\bar{D}^2 \psi = \frac{1}{8} \psi \bar{R}.$$

\hspace{1cm} (7.102)

If we further assume that the spacetime is conformally flat

$$\tilde{\gamma}_{ij} = \delta_{ij},$$

\hspace{1cm} (7.103)
we are led to the vanishing of the associated Ricci tensor and Ricci scalar, \( \tilde{R}_{ij} = 0 = \tilde{R} \). Using this fact reduces Equation (7.102) to the much simpler form,

\[
\bar{D}^2 \psi = 0 .
\] (7.104)

This is in fact Laplace equation which can be analytically solved, given suitable boundary conditions. We are interested in solutions that describe asymptotically flat space times, \( \psi|_\infty = 1 \). Imposing this requirement leads to the solution,

\[
\psi = 1 + \frac{M}{2r} .
\] (7.105)

Reconstructing the spatial metric from this solution leads to the familiar vacuum Schwarzschild solution for a Schwarzschild black hole with mass \( M \), in isotropic coordinates,

\[
d\ell^2 = \psi^4 [dr^2 + r^2(d\theta^2 + \sin^2 \theta d\phi^2)] ,
\] (7.106)

\[
= \psi^4 \delta_{ij} dx^i dx^j .
\] (7.107)

For binary black hole initial data, one simply uses the fact that the Laplace equation (7.104) is linear and thus the solution \( \psi \) will be made up of the individual contributions of the two black holes,

\[
\psi = 1 + \frac{M_1}{2r_1} + \frac{M_2}{2r_2} .
\] (7.108)

This solution is often used (along with the Puncture method) for the simulation of head-on collisions of binary black holes initially at rest at a moment of time symmetry.

**Bowen-York initial data**

The time symmetric solution presented in the previous section does not accommodate the possibility of the black hole to have any linear momentum \( P^i \) or spin \( S^i \). Indeed, these quantities are encoded in the extrinsic curvature \( A^{ij} \) which vanishes for time symmetric data. If we do away with the assumption of vanishing extrinsic \( K_{ij} = 0 \), and retain only the conformal flatness assumption \( \tilde{\gamma}_{ij} = \delta_{ij} \) and maximal slicing condition \( K = 0 \), the momentum constraint (7.97) reduces to,

\[
\tilde{\Delta}_L \tilde{W}^i = 0 ,
\] (7.109)

or in terms of \( \tilde{A}^{ij} \)

\[
\bar{D}_j \tilde{A}^{ij} = 0 .
\] (7.110)
This equation can be shown to admit the following solution for $\bar{A}^{ij}$,
\[
\bar{A}^{ij} = \frac{3}{2r^2} \left[ P^i n^j + P^j n^i - (\delta^{ij} - n^i n^j) P^k n_k \right] + \frac{3}{r^3} \left( \epsilon^{ikl} S_k n_i n^j + \epsilon^{jkl} S_k n_i n^i \right),
\] (7.111)
where $n^i = x^i/r$ and $r = \sqrt{x^2 + y^2 + z^2}$. The solution (7.111) is known as the Bowen-York solution [70], from which one can reconstruct the extrinsic curvature $K_{ij} = \psi^{-2} \bar{A}_{ij}$, once a solution for $\psi$ has been obtained. For this, we return to the Hamiltonian constraint (7.94), which reduces to
\[
\bar{D}^2 \psi + \frac{1}{8} \psi^{-7} \bar{A}_{ij} \bar{A}^{ij} = 0.
\] (7.112)
Unlike in the time symmetric case, this equation does not admit any known analytic solutions. It is thus solved using a numerical Elliptic solver. Owing to the linearity of the Momentum constraint (7.110), one can generate solutions for multiple black holes by adding up the individual contributions, which in the binary black hole case becomes
\[
\bar{A}^{ij} = \bar{A}^{ij}_1 + \bar{A}^{ij}_2.
\] (7.113)

An important point worth mentioning is that while the time symmetric data for a single black hole reduces to a slice of the well known Schwarzschild solution, Bowen-York initial data for a single spinning black hole with $P^i = 0$ and $S_j \neq 0$ does not constitute a constant time slice of the Kerr spacetime as one would ordinarily expect [177]. This result should not seem overly strange, given our assumption of conformal flatness in the construction of Bowen-York initial data. It has been fairly established, under certain restrictions, that the Kerr spacetime does not admit any slicing that would render it conformally flat [170, 241]. The implication is that a Bowen-York rotating black hole is not static, but contains gravitational radiation, which when radiated away will asymptotically settle to a Kerr space time in the future.
Chapter 8

Elements of Numerical Implementation

8.1 Numerical Tensor Manipulation

8.1.1 Elementary Operations

One of the challenges in numerically solving the Einstein field equations is how to translate the associated tensorial quantities into computer code once a suitable formulation has been chosen. Ideally one would want a less error prone method that is also efficient computationally. Take for instance the evaluation of the following contraction,

$$ T_{cd} = S_{ab} P_{abcd} , $$

(8.1)

where summation is implied over repeated indices according to Einstein summation convention. The components of the tensor $T_{ab}$ are understood to be given by,

$$ T_{kl} = \sum_{i=0}^{2} \sum_{j=0}^{2} S^{ij} P_{ijkl}. $$

(8.2)

To compute this expression in C code for example, one would have to use loops, resulting in code that resembles the following snippet,

```c
for (int c = 0; c < 3; c++)
{
  for (int d = 0; d < 3; d++)
  {
```

123
T(\(c\), \(d\)) = 0.0;
\begin{verbatim}
for(int a = 0; a < 3; a++)
{
    for(int b = 0; b < 3; b++)
    {
        T(\(c\), \(d\)) += S(a, b) * P(a, b, c, d);
    }
}
\end{verbatim}

Needless to say, this exercise is error prone. Coding the BSSN evolution equations (see §7.6) in this manner becomes a computational nightmare. In addition, switching to a different formulation of the Einstein field equations proves to be arduous as it entails a similar error prone exercise.

We deal with this complexity by developing a new Tensor Package especially designed to do numerical computation. One of the attractive features of this tensor package is that one can use abstract tensor notation to write numerical formulas. For example, to do the contraction (8.1) above, one only has to write the following snippet of code,

\begin{verbatim}
Index<\('a'\)> a;
Index<\('b'\)> b;
Index<\('c'\)> c;
Index<\('d'\)> d;

T(c, d) = S(a, b) * P(a, b, c, d);
\end{verbatim}

The philosophy of our design is similar to that of FTensor [246] and LTensor [253] and relies heavily on principles of Expression Templates and Template Metaprogramming. We have incorporated within this package, elementary tensor operations like addition, subtraction, contraction and tensor product operations. The result is that writing tensor equations into computer code becomes as simple as writing them on paper. Other approaches that have been used within the numerical relativity community include the use of computer algebra packages such as Mathematica in the case of Kranc [218]. Kranc uses the built-in tensor operations within Mathematica to turn abstract tensorial equations into their corresponding components. The resulting system can then be converted to C or Fortran code.

When developing a tensor package, a question arises on whether to make a distinction between the tensors \(T_{ab}\), \(T^a_b\), \(T^b_a\) and \(T^{ab}\) while using the same symbol \(T\) for all of them
or to use different symbols for each one of them. In principle, such a distinction can be made possible. For example, one can use uppercase letters to indicate upper indices and lower case letters to indicate lower indices or some other analogous method. The problem with this approach is that one will have to specify a metric before defining tensors. While this is obvious from a theoretical standpoint, it can lead to programming difficulties in the implementation. We have thus opted to use a Cartesian tensor notation, where all indices appear as lower indices. The contraction (8.1) then becomes,

\[ T_{cd} = S_{ab} P_{abcd}. \tag{8.3} \]

With this notation, separate symbols for each of \( T_{ab}, T_a^b, T_a^b \) and \( T^{ab} \) will have to be used, if required. This notation has (so far) not led to any difficulties.

### 8.1.2 Expression Templates

We utilize expression templates to unroll the loops associated with our compact representation of tensor operations. Expression templates are a feature of the C++ language. The technique itself was actually discovered by accident, and has since been adopted for optimizing numerical libraries [388]. There is a significant amount of jargon involved in any discussion of Expression Templates. We instead refer the reader to [387] and references therein.

### 8.1.3 Coordinate Transformations

Although the code itself does the integration on a Cartesian grid, it is possible to initialize or output tensor components in other coordinate systems. This functionality relies on the fact that transformation properties of tensors of a given rank are the same. For instance to transform the components of a rank-2 tensor \( S_{ab} \) from coordinates \( x^a \) to some other coordinates \( x'^a \) one uses the transformation rule,

\[
S'_{ab} = \frac{\partial x^c}{\partial x'^a} \frac{\partial x^d}{\partial x'^b} S_{cd},
\]

\[
= T^c_a T^d_b S_{cd}, \tag{8.4}
\]

where each of the \( T^c_a = \partial x^c/\partial x'^a \) is a transformation matrix. In general, for a rank \( k \) tensor, we have

\[
S'_{ab...k} = T^c_a T^d_b \cdots T^l_k S_{cd...l} \tag{8.6}
\]
As an example, to move from Spherical \((r, \theta, \phi)\) to Cartesian \((x, y, z)\) coordinates, we have the following relations,

\[
x = r \sin(\theta) \cos(\phi), \quad r = \sqrt{x^2 + y^2 + z^2}, \tag{8.7}
\]

\[
y = r \sin(\theta) \sin(\phi), \quad \theta = \arctan\left(\frac{\sqrt{x^2 + y^2}}{z}\right), \tag{8.8}
\]

\[
z = r \cos(\theta), \quad \phi = \arctan\left(\frac{y}{x}\right). \tag{8.9}
\]

The transformation matrix \(T^c_a\) can then be computed to be,

\[
T^c_a = \begin{pmatrix}
x & \frac{-xz}{r} & \frac{-yz}{r^2 \sqrt{x^2+y^2}} \\
y & \frac{y z}{r} & \frac{x}{r^2 \sqrt{x^2+y^2}} \\
z & \frac{-x^2+y^2}{r^2 \sqrt{x^2+y^2}} & 0
\end{pmatrix}. \tag{8.10}
\]

Of course one has to be careful to avoid the singularity associated with the point \(r = 0\), which is not a problem for us since we employ a staggered grid. This transformation is handled through the function call \(\text{Scart} = \text{sphToCart}(\&Ssph, x, y, z)\).

When dealing with the BSSN variables, one has to keep in mind that the tensor densities \(\tilde{\gamma}_{ij}\) and \(\tilde{A}_{ij}\) transform in a way which is slightly different from (8.6). As a matter of fact, when initializing in a coordinate system that is not Cartesian, we first initialize the ADM variables \(\gamma_{ij}\) and \(K_{ij}\) which transform as tensors. We then transform from the ADM to the BSSN variables.

### 8.2 Method of Lines and False Transients

A well known technique in the numerical solution of time dependent partial differential equations is the Method of Lines (MoL). Within this framework, one converts a system of time-dependent partial differential equations into a time continuous system of ordinary differential equations by first discretizing only in the space dimensions, leaving the time dimension continuous. Standard ordinary differential equation solvers with known stability properties can then be used to advance the resulting semi-discrete system in time. This configuration has the advantage that the resulting code can be modularized in a straightforward manner. In addition, the stability analysis of the resulting system is much simpler. To illustrate the MoL
approach, consider the linear (hyperbolic) advection equation
\[ \partial_t u = -\partial_x u. \] (8.11)

Employing the MoL discretization results in the following system of ODEs,
\[ \frac{du_i}{dt} = \frac{u_i - u_{i-1}}{\Delta x} \quad i = 1, 2, \cdots, n - 1, \] (8.12)

where \( u_0 \) is given by the supplied inflow boundary, and we have used a first order upwind scheme for the spatial differentiation.

The Method of lines approach is well suited to treatment of hyperbolic and parabolic partial differential equations. For elliptic type PDEs, one does not have a time variable and the method is not readily applicable. Instead, one uses the method of false transients approach [270, 296]. This uses a similar principle to the method of lines. For instance, consider the Laplace equation in 2D,
\[ \partial_{xx} \psi + \partial_{yy} \psi = 0. \] (8.13)

One approximates (8.13) by a similar transient equation by introducing a ‘time’ derivative as follows,
\[ \partial_\tau \psi = \partial_{xx} \psi + \partial_{yy} \psi. \] (8.14)

The solution of (8.14) will converge to the required solution provided the criterion
\[ \lim_{\tau \to \infty} \partial_\tau \psi = 0, \] (8.15)
is met. The procedure is then to proceed from (8.14) using the method of lines approach. The method as presented above results in a parabolic PDE. For some problems, one can transform the Elliptic PDE by using terms proportional to \( \partial_{\tau \tau} \) instead. In this case, the resulting transient equation will be hyperbolic. One would then need to be careful that reflections off the boundary does not spoil the convergence to the stationary solution. Although not identified as such, the method of false transients has appeared in the numerical relativity community in slightly different contexts and is the general idea behind most parabolic and hyperbolic gauge conditions presented in, for example [35, 343, 19].
8.3 Spatial Discretization

Spatial differentiation is handled through fourth order convergent explicit finite differencing. We also employ a pseudo spectral approximation on Gauss-Chebyshev-Lobatto points, but we do not use it for numerical relativistic spacetimes (see §9.9.1). Other approaches that have been successfully used in the field of numerical relativity are finite elements [237, 109] and spectral methods [182, 229, 71]. We discretize our spacetime into a three dimensional uniform grid such that the \((x, y, z)\) coordinates at a point \((i, j, k)\) in the grid are given by the cell-centered discretizations

\[
x_i = x_L + \left( i - \frac{1}{2} \right) \Delta x \quad i = 0, 1, \cdots, N_x - 1 \tag{8.16}
\]

\[
y_j = y_L + \left( j - \frac{1}{2} \right) \Delta y \quad j = 0, 1, \cdots, N_y - 1 \tag{8.17}
\]

\[
z_k = z_L + \left( k - \frac{1}{2} \right) \Delta z \quad k = 0, 1, \cdots, N_z - 1 \tag{8.18}
\]

where, by default the stepsizes are given by

\[
\Delta x = \frac{x_R - x_L}{N_x}, \quad \Delta y = \frac{y_R - y_L}{N_y} \quad \text{and} \quad \Delta z = \frac{z_R - z_L}{N_z}. \tag{8.19}
\]

We note that in cases where mesh refinement is involved, this method of discretization is only applied to the base grid, all other nested grids will inherit the properties of the parent grid. We discuss mesh refinement in §8.8 and the full implementation in Chapter 10.

Following the discretization, we apply appropriate finite difference operators to compute numerical derivatives. In particular, the first and second derivatives are given by the following operators,

\[
\partial_x f_{i,j,k} = \frac{1}{12 \Delta x} [ f_{i-2,j,k} - 8 f_{i-1,j,k} + 8 f_{i+1,j,k} - f_{i+2,j,k} ], \tag{8.20}
\]

\[
\partial_{xx} f_{i,j,k} = \frac{1}{12 \Delta x^2} [- f_{i+2,j,k} + 16 f_{i+1,j,k} - 30 f_{i,j,k} + 16 f_{i-1,j,k} - f_{i-2,j,k} ], \tag{8.21}
\]

respectively. The cross (sometimes referred to as mixed) derivative is given by sequential application of (8.20). In the case of the \(xy\) derivative, this results in the operator,

\[
\partial_{xy} f_{i,j,k} = \frac{1}{12 \Delta x} \left[ \partial_y f_{i-2,j,k} - \partial_y f_{i-1,j,k} + \partial_y f_{i+1,j,k} - \partial_y f_{i+2,j,k} \right]. \tag{8.22}
\]

We use these centered stencils for all derivatives, except the advection terms (terms like \(\beta^i \partial_i\))
for which we use the lop sided formulas,

\[
\partial_x f_{i,j,k} = \frac{1}{12dx} \left[ -f_{i-3,j,k} + 6f_{i-2,j,k} - 18f_{i-1,j,k} + 10f_{i,j,k} + 3f_{i+1,j,k} \right], \quad \beta^x < 0
\]

\[
\partial_x f_{i,j,k} = \frac{1}{12dx} \left[ f_{i+3,j,k} - 6f_{i+2,j,k} + 18f_{i+1,j,k} - 10f_{i,j,k} - 3f_{i-1,j,k} \right], \quad \beta^x > 0
\]

These formulas can be generated by using the method derived by Fornberg [168]. For lop sided stencils, see §B.2. As one moves to higher convergence order, more points are needed in the neighboring regions to accommodate the larger stencils. This has several consequences: in cases involving parallelization, there is a communication overhead associated with high order stencils. Moreover, because more floating point operations are involved, the computations are affected more by round off error.

### 8.4 The Courant-Friedrichs-Lewy Condition

In all computations in this work, we have used explicit methods. In particular, the explicit finite difference formulas above, and explicit time stepping through Runge Kutta methods (Chapter 9). Directly relevant to the stability of explicit time stepping algorithms is the concept of the Courant-Friedrichs-Lewy (CFL) condition which couples the time and space step during discretization [130]. Ordinarily, the time step \( \Delta t \) is not chosen independently of the space step \( \Delta x \) in an evolution but is constrained through the relation

\[
\Delta t = \frac{C \Delta x}{u},
\]

where \( u \) is some characteristic speed of the modes under consideration and \( C \) is some constant typically referred to as a CFL number and satisfies \( 0 < C \leq 1 \). This can be interpreted as saying that the numerical domain of dependence must be larger than the physical domain of dependence to maintain stability. Put simply, the time step \( \Delta t \) must be smaller than the amount of time it takes for a propagating wave to move one space step \( \Delta x \). Unless otherwise specified, we typically use \( \Delta t = 0.25\Delta x \) in our simulations.

### 8.5 Artificial Dissipation

It is customary in Numerical relativity to add artificial dissipation to the right hand side of the evolution equations in order to remove high frequency errors and thereby stabilize some problems. For example, to evolve the gauge wave (§10.4.2) and polarized Gowdy wave initial
data with the BSSN formulation, one needs artificial dissipation to obtain stable evolutions [31]. The added dissipation terms are required to converge fast enough so as not to affect the convergence properties of the evolution scheme employed. We adopt the standard Kreiss-Oliger dissipation operator [239] characterized by,

\[ \partial_t Q \rightarrow \partial_t Q + (-1)^{r/2} \sigma \sum_i h_i^{r+1} D_i^{r/2+1} D_i^{r/2+1} Q, \] (8.25)

for \( r \)-th order finite difference stencils where \( \sigma \) is a constant to be chosen and serves to regulate the strength of the dissipation operator. In the equation (8.25), it is to be understood that \( D_i^m D_i^{-m} = D_i^{2m} \) is a \( 2m \) order finite difference operator. In particular, for fourth order finite differencing in one dimension, we have,

\[ \partial_t Q \rightarrow \partial_t Q + \sigma h^5 D^{(6)} Q. \] (8.26)

The Kreiss Olier dissipation operator works well to suppress instabilities caused by high frequency modes, in the context of finite difference methods. For spectral methods, one commonly uses filtering methods [205].

### 8.6 Stability, Consistency and Convergence

The issues of stability, consistency and convergence of a discretization is unavoidable in the treatment of numerical solutions of PDEs, or in the field of numerical analysis in general. In reference to the numerical solution of PDEs, we make the following identifications, with respect to some discrete norm \( \| \cdots \|_{*,h} \)

- **Stability**

A discretization of a PDE by finite differences is called stable if there exists constants \( K \) and \( \alpha \) such that

\[ \| u(t, x^i) \|_{*,h} \leq Ke^{\alpha t_n} \| u(0, x^i) \|_{*,h}. \] (8.27)

for all \( n \) such that \( t_n = nk \) [91]. This condition, which is reminiscent of that of well-posedness presented in §7.4, is essentially a discrete version of the well-posedness condition. The guarantee of the stability condition is that the solution is bounded as the grid is refined, i.e as \( h \to 0 \).

- **Consistency**
The discretization is said to be consistent if the error satisfies

$$\lim_{k,h \to 0} \| u^n - u(t_n, x^i) \|_{s,h} = 0. \quad (8.28)$$

Although ostensibly similar, this requirement is not the same as saying the discretization is convergent.

- **Convergence**

The discretization is said to be convergent of order \((p,q)\) if

$$\lim_{k,h \to 0} \| u^n - u(t_n, x^i) \|_{s,h} = \mathcal{O}(\Delta x^p, \Delta t^q). \quad (8.29)$$

It can be shown that consistency and stability of a discretization necessarily imply convergence [191].

In the following, we introduce two useful discrete norms, the \(L_2\) and \(L_\infty\) norm that play an important role in our convergence diagnostics. For a grid function \(f\) at some time step \(n\) in one spatial dimension, the \(L_2\) norm is given by

$$\| f^n \|_2 = \sqrt{\Delta x \sum_{j=1}^{N} (f^n_j)^2}, \quad (8.30)$$

where \(\Delta x\) is the spatial step size. The \(L_\infty\) norm on the other hand is given by

$$\| f^n \|_\infty = \max_{j=1\ldots N} |f^n_j|. \quad (8.31)$$

Note that both (8.30) and (8.31) are non-negative.

## 8.7 Outer Boundary Conditions

The method of choice to impose boundary conditions in this study is through the ghost-point approach, where the computational domain is extended by a fictitious set of points that serve to ‘hold’ boundary data and thus preventing one to have to redefine the difference operators closer to the boundaries. This differs from the SBP-SAT method for difference operators satisfying summation by parts rules. In this case, one adds penalty terms on the right hand side of the PDE system close to the boundary, such that the SBP property is maintained, see for example [139, 1]. There are several types of boundary conditions that are in use
in the numerical relativity literature. We summaries below only those that are relevant to this study,

- **Dirichlet**

  Dirichlet type boundary conditions are easy to implement in our code. These are often used to keep the evolution variables at prescribed values at the boundaries. These values may be constant in time, in which case, one simply fixes the values at the boundary to their initial values, or they may be time dependent, in which case they are specified by some time dependent function. The case of time dependent boundary conditions is not so straightforward to deal with and may in fact affect the convergence properties of one’s solution, a phenomenon known as order reduction [100]. We revisit this issue in Chapter 9.

- **Periodic**

  Periodic boundaries are used to impose periodicity on the grid. For a grid with points $x_1, x_2, \cdots, x_n$, with one ghost point on either side, we enforce

  \[
  T_{\cdots}(x_0) = T_{\cdots}(x_n),
  \]

  \[
  T_{\cdots}(x_{n+1}) = T_{\cdots}(x_1). \tag{8.33}
  \]

  This may be desirable for example when one is simulating large domains. In three spatial dimensions, this configuration is equivalent to integrating on a boundary-free 3-torus.

- **Radiative (Sommerfeld)**

  We assume that close to the boundary, all fields behave as spherical waves of the form,

  \[
  f = f_\infty + \frac{u(r - vt)}{r}, \tag{8.34}
  \]

  where $f_\infty$ is the asymptotic value of the dynamical variables. For practical implementation, we cast (8.34) in differential form, which in Cartesian coordinates becomes,

  \[
  \partial_i f |_x = -v \left( \frac{r}{x} \partial_x f + \frac{f - f_\infty}{r} \right), \tag{8.35}
  \]

  where $r = \sqrt{x^2 + y^2 + z^2}$. We set the value $f_\infty = 1$ for the lapse $\alpha$, and diagonal metric components $\tilde{\gamma}_{ii}$, and $f_\infty = 0$ for all other variables. The wave speed is set to $v = 1$ for $\tilde{A}_{ij}$, $\tilde{\gamma}_{ij}$. We leave the conformal connection functions $\tilde{\Gamma}^i$ fixed to their initial values.
• **Mirror symmetry**

Octant symmetry is imposed by using a mirror symmetry boundary condition along the \( x = 0, y = 0 \) and \( z = 0 \) planes,

\[
T_{\cdots}(x) = T_{\cdots}(-x).
\]  

(8.36)

This can also be viewed as a special case of a coordinate transformation.

### 8.8 Adaptive Mesh Refinement

At the heart of this thesis is the concept of mesh refinement [58, 59]. This numerical technique is now a common component of most numerical relativity codes [334, 248, 112, 114, 79]. A full 3D implementation of Adaptive Mesh Refinement (AMR) is non-trivial to code, especially when parallelization is desired. One of the most important aspects of a mesh refinement implementation is the issue of how one handles mesh refinement boundaries which we address in Chapter 10. In this section, we briefly present some of the traits of the algorithm and other aspects which are required for a successful implementation.

#### 8.8.1 Grid Layout

The grid hierarchy, upon which the numerical integration is carried out, is arranged by first discretizing the spatial domain into a relatively coarse uniform mesh that covers the entire computational domain, by following the method outlined in §8.3. This constitutes the base or root grid \( H_0 \) with a mesh size that we will denote by \( h_0 \). Finer grid patches with progressively smaller mesh sizes are then overlaid as required to the base grid with each grid at level \( l \) having mesh size \( h_l \) given by the relation

\[
h_l = \frac{h_{l-1}}{r},
\]

(8.37)

where \( h_{l-1} \) is the mesh size of the previous level, and \( r \) is a refinement factor typically chosen to be \( r = 2 \) or \( r = 4 \). In general, more than one grid patch can be added in a given level. This forms a tree or a hierarchy of grids \( H^l_p \), where the indices \( l \) and \( p \) represent the level and patch number respectively. Evidently, the basic building blocks of the grid hierarchy are uniform grids of differing resolution. This configuration is depicted in Figure 8.1. It is at this point that we emphasize that each grid in a given level \( l \) has its own solution vector and is evolved independently of all other grids. Of course it has to depend on the parent grid,
within which it is nested, for boundary data.

Figure 8.1: A grid hierarchy demonstrating proper nesting. A single grid $H^{0}$ covering the entire domain is marked by ‘a’. There is one refinement grid $H^{1}$ at level one marked by ‘b’. Two disjoint refinement grids are $H^{2}$ and $H^{2}$ are marked by ‘c’ and ‘d’ respectively. Note that the ghost zones are not included in the grids. This figure is used to emphasize that the grid hierarchy is not some complex data structure, but that the overlaid grids are independently stored in memory.

In principle, there is some freedom in the overlaying of the grids. However for practical considerations some restrictions may be necessary. Each grid patch added at a given level must satisfy the following conditions:

- The idea of proper nesting: A fine grid at level $l$ must start and end at the corner of a cell belonging to level $l - 1$.

- Moreover, grids at higher levels cannot ‘float’. This means that if there is a grid at level $l + 2$, it must be contained in a grid at level $l + 1$ that is itself properly nested on a grid at level $l$.

- The refinement factor $r$ must be an integer, and is the same for all levels. This results in a constant CFL number for all added levels, thus the same integration routine of the base level is stable on all levels, if it is stable on level 0. It also implies that grids at some higher level $l$ require $r^l$ time steps to catch up with a single time step of the base grid.

- The overlaid grids must be Cartesian. By this we mean that grids must be rectangular in two dimensions and cubic in three dimensions. Moreover, no rotation is allowed so that the edges of a grid at level $l$ are parallel to edges of grids at level $l - 1$. In earlier implementations of the AMR algorithm, grids were allowed to rotate in space.
to minimize the overall number of grids needed to cover a specific area. However, this leads to an unnecessary complexity in the implementation.

In cases where a given grid patch $H_p^l$ in some level $l$ has a neighboring grid patch $H_p^{l+1}$, there must be a routine that will allow exchange of the common data points. This mechanism will ensure that the interface boundary between the two grid patches is only artificial and no interpolation from previous grids is necessary to get boundary conditions for the common points.

To advance the grid hierarchy $H_p^l$ in time, a certain order in the integration of the levels must be maintained. The base grid is advanced one time step to time $t + \Delta t_0$. The next level is then advanced to the same time level, given by time $t + r\Delta t_1$. This goes on until the last level $l$, which is to be integrated to the same time as the base level which is given by $t + r^l\Delta t_l$. The control algorithm that is responsible for the time evolution of the entire grid hierarchy is orchestrated by a recursive procedure, which we summarize in Algorithm 1.

**Algorithm 1:** A simple illustration of the AMR integration algorithm with refinement factor $r$.

```plaintext
Procedure propagate()
Input: int level
Output: void
advanceLevel(level);
if level < max_level then
    foreach iteration $j = 1, r$ do
        propagate(level + 1);
    return;
```

### 8.8.2 Inter-Level Communication

Each grid in a given level $l$ can be indexed independently by its own $(i_l, j_l, k_l)$ coordinate system. However, for reasons of inter-level communications, there is a mapping from the $H_p^l$ coordinates $(i_l, j_l, k_l)$ to the $H_p^{l-1}$ coordinates $(i_{l-1}, j_{l-1}, k_{l-1})$ and vice-versa. We express this relation via,

$$i_{l-1} = \frac{i_l - \text{mod}(i_l, r)}{r} ,$$

(8.38)

for a staggered grid hierarchy. Such communications are necessary for the computation of initial conditions, boundary conditions and for updating the coarse grid with the fine grid solution upon completion of a time step.
Initial data for the refined grid patches can be generated by spatial interpolation from the previous grid level (*prolongation*) or by calling the same initialization routine that was used to initialize the base grid, assuming that the grid hierarchy is fixed. In the context of FMR all levels are added and initialized at the same initial time $t_0$. The basis for the AMR approach is that data at higher levels in the grid hierarchy is more accurate than that at lower levels. Therefore, once all levels have been integrated to the same time, data in the finer meshes is used to update data in the coarse levels through the use of interpolation operators, a process called *restriction*. We present the interpolation operators we use in our code in §8.8.5.

It is important to note that with the mapping of indices given by Equation (8.38), all fine grid points are staggered about coarse grid points at lower levels. This choice has the advantage that if the base grid is discretized strategically to ‘avoid’ certain points $(x, y, z) \in \mathbb{R}^3$, (e.g. by using a cell centered grid to avoid dealing explicitly with the points on the edges) such points remain avoided in all refined levels. However, from a computational standpoint, this may be an expensive setup because communicating data across different levels requires three dimensional interpolation all the time. This is different from cases where some points in the fine grids are allowed to coincide with the ones from coarser levels. For such cases, inter-level communication can occur via *injection*, where data is simply copied to corresponding points at a given level.

### 8.8.3 The Flagging Step

Up to now, we have discussed how the grid hierarchy is built and integrated. This information is enough when the grid hierarchy is to remain fixed for the duration of a given simulation. However, the crux of AMR is that the grid hierarchy adapt to reflect and improve upon the local error in the computed solution. The idea behind the AMR algorithm is to have an error estimation routine that will serve to indicate which points in a given grid patch require refinement. The decision to refine or not is based on whether or not the estimated local error is within some error tolerance supplied by the user at the beginning of the simulation. A simple error estimation technique is the Richardson method, see [58, 59]. The error estimation is done typically every four time steps for second order accurate numerical integration.

Points in the grid requiring refinement are flagged or tagged for refinement. As an example we show the essence of the flagging operation for a two dimensional grid in Table (8.1). The points marked with a red-cross represent areas in the grid which exhibit a higher local error and the ones marked with the green ticks have acceptable errors. This is essentially a binary image that can be represented in a much simpler way through the use of zeros and ones. The operation is commonly accomplished by having some grid of integers $C$ that is otherwise
of the same size as the grid on which one is doing the integration. If a point in the grid
$H^l_p(i, j, k)$ is indicated to exhibit a local error that is higher than the specified tolerance,
the corresponding point $C(i, j, k)$ will be flagged with a ‘1’, and will be flagged with a ‘0’
otherwise, this is show in Table 8.2.

The points flagged as having high error will need to be reintegrated with a higher reso-
lution. However, in general, such points will not necessarily form a regular grid. They may
well be scattered throughout the grid $C$. At the end of the flagging step, one then uses a
clustering algorithm to generate subgrids out of the flagged points. These subgrids will be
refined, initialized and reintegrated at the new resolution.

<table>
<thead>
<tr>
<th>a b c d e f g h i j k l m n o p q r</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>2 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>3 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>4 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>5 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>6 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>7 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>8 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>9 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>10 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>11 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>12 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>13 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>14 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>15 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>16 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>17 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>18 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
</tbody>
</table>

Table 8.1: This figure represents error flags. The places marked with ‘✗’ are areas which will have
exhibited large errors, while the ones marked with ‘✓’ are the ones with acceptable error levels.

8.8.4 Point Clustering and Grid Generation

To generate regular subgrids out of the flagged points in the grid shown in Table 8.2, one needs
a point clustering algorithm. Popular choices to accomplish this task include the bisection-
merging approach, creating a minimal spanning set, etc. I have implemented the Berger and
Rigoutsos algorithm as proposed in [57]. This algorithm is based on searching for inflection
points in the signatures of the supplied binary image. The idea is to split the grid into two subgrids, using one of the grids as the next input. One proceeds to split that into two and so on until some criterion is met. To determine whether to keep splitting the remaining grids, one defines a measure of efficiency for a given grid, to determine if an optimal grid has been attained. The efficiency of a grid is defined as,

\[ r = \frac{\text{number of flagged cells}}{\text{total number of cells in the grid}} , \]  

(8.39)

where clearly \( 0 \leq r \leq 1 \).

Given a binary image \( C(x, y, z) \) in three dimensions, the signatures in each dimension \( S_x \), \( S_y \) and \( S_z \) are respectively defined as,

\[ S_x = \int_y \int_z C(x, y, z) \, dz \, dy , \]  

(8.40)

\[ S_y = \int_x \int_z C(x, y, z) \, dz \, dx , \]  

(8.41)

\[ S_z = \int_x \int_y C(x, y, z) \, dy \, dx , \]  

(8.42)

for the \( x \), \( y \) and \( z \) directions respectively. One then proceeds by searching for inflection points in the signatures (8.40)–(8.42). The inflection points are associated with zero-crossings in the second derivative of the signatures.

The point with the highest inflection in the signature \( S_x \) presents a potential split point along the \( x \) direction. Similarly the highest inflection point in \( S_y \) presents a potential split point in the \( y \) direction and the same for \( S_z \). Since we are splitting the grid into two, one can only split at one point, along only one dimension, therefore the highest inflection among the three potential split points will be the actual split point in that dimension corresponding to the signature at which the highest inflection point was found. The algorithm itself is illustrated in Algorithm 2.

In the following, we present an example of the grid clustering algorithm in two dimensions. The input binary image is given in Table 8.2 and the output is given in Figure 8.2 for an efficiency threshold of 100% and in Figure 8.3 for an efficiency threshold of 70%. Clearly one requires the generated subgrids to have as high efficiency as possible, while simultaneously requiring that the generated subgrids be as minimal as possible to avoid having many subgrids to reintegrate. With this goal in mind, we note that an efficiency threshold of 100% is not necessarily the most computationally efficient. Typically the grid efficiency threshold is set to about 70%.
Table 8.2: A binary image representing error flags. The places marked with ‘1’ are areas which will have exhibited large errors, while the ones marked with ‘0’ are the ones with acceptable error levels.

Algorithm 2: A simple illustration of the Berger and Rigoutsos algorithm for point clustering and grid generation.

Procedure cluster()
Input: float efficiency\_threshold
Output: List of grids
if gridEfficiency < efficiency\_threshold then
    compute signatures
    Find a hole or inflection point in the signatures, representing the best place to split the grid.
    if found position to split then
        split the grid in two.
        append new grid to the list of grids to split.
    else
        move to the next grid in the list
        i = i + 1
    else
        move to the next grid in the list
        i = i + 1
return ;
Chapter 8. Elements of Numerical Implementation

8.8.5 Interpolation Operators

An implementation of mesh refinement without interpolation operators is incomplete since the algorithm relies heavily on interpolation to communicate data across different refinement levels due to differences in spatial resolution across the levels. An important aspect to consider here is that three dimensional interpolation is not cheap, computationally. Moreover, since we are interested in higher order convergent integration methods, the usual linear interpolation method is inadequate. In the following, we present some of the interpolation operators that are supported in our code. We note that although all the interpolating methods considered here fall under the theme of polynomial interpolation, the term itself is often reserved (with evident misuse of terminology) for the case where one solves the Vandermonde matrix.

Lagrange interpolation

We implement the barycentric form of the Lagrange interpolation polynomial [62]. To interpolate between function values \( f_0, f_1, \ldots, f_n \), we use the interpolating polynomial, which is
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Figure 8.3: Output from the clustering algorithm for the binary image given in Table 8.1. The efficiency threshold in this case was set to 70%. Note that there are fewer grids than in Figure 8.2.

given in one dimension as

\[ p(x) = \frac{\sum_{j=0}^{n} A_j f_j}{\sum_{j=0}^{n} A_j}, \]  

(8.43)

where

\[ A_j = \frac{w_j}{x - x_j} \quad \text{and} \quad w_j = \left( \prod_{k=0}^{N} (x_j - x_k) \right)^{-1}, \]  

(8.44)

and the \( x_i \) are the points corresponding to the function values \( f_i \).

**Hermite interpolation**

Hermite interpolation plays an important role in the construction of transition profiles. This is an important feature in the boundary treatment of our mesh refinement method which is detailed in Chapter 10. The main idea behind Hermite interpolation is not only to match the function values \( f_i \) at the nodes \( x_i \), but to simultaneously match the first \( m \) derivatives \( f', f'', f''' , \ldots, f^{(m)} \) of the function \( f \). This has the added property of the interpolation polynomial being smooth, but it comes with the extra requirement that the derivatives be
known at the nodes. This means in general one has to provide $n(m + 1)$ values to attain an interpolant of order $n(m + 1) - 1$.

Directly relevant to our work is the case of constructing a transition profile between two points $x = a$ and $x = b$ along some dimension $x$. Assume further that the function value $P(x)$ takes on the values $P_0$ at $x = a$ and $P_1$ at $x = b$. The goal is to generate a weight function $f$ that will be used in linearly interpolating between the two end points,

$$P(x) = [1 - f(x)]P_0 + f(x)P_1.$$ 

(8.45)

We parametrize the weight function $f(x)$ in terms of some variable $t$ that takes on the values $t_0 = 0$ and $t_1 = 1$ at the end points. The variable is given in terms of $x$, $a$, and $b$ as

$$t = \begin{cases} 
0 & \text{if } \frac{x-a}{b-a} < 0 \\
1 & \text{if } \frac{x-a}{b-a} > 1 \\
\frac{x-a}{b-a} & \text{otherwise}.
\end{cases}$$

(8.46)

All derivatives of the weight function $f$ are constrained to be 0. This is summarized in Table 8.3.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$P(x)$</th>
<th>$t$</th>
<th>$f$</th>
<th>$f'$</th>
<th>$f''$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$P_0$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$b$</td>
<td>$P_1$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 8.3: Transition values for a function $P(x)$ that varies from $P_0$ at $x = a$ to $P_1$ at $x = b$.

We are now in a position to present the different transition profiles:

- **Zeroth order interpolant**

  This case is simply given by the step function

$$f(t) = \begin{cases} 
f_0 & t \leq t_c, \\
f_1 & t > t_c.
\end{cases}$$

(8.47)

for some $t_c$ intermediate between $t_0$ and $t_1$. This profile has sharp transitions between $t = 0$ and $t = 1$ at $t_c$. For later convenience we note that (8.47) is referred to simply as
a step profile.

- **First order interpolant**
  
  An improvement upon the zeroth order interpolant is to use a smoother polynomial. To create a first order interpolant, one needs only match the function values at the end points. In particular, we start from the first order polynomial

  \[ f(t) = a_0 + a_1 t . \]  

  (8.48)

  We proceed by imposing the conditions \( f(0) = 0 \) and \( f(1) = 1 \), leading to the interpolant

  \[ f(t) = t . \]  

  (8.49)

  Because no derivative information was utilized in the derivation of this interpolant, one cannot guarantee smoothness at the end points. This profile is referred to as a boxstep profile.

- **Third order interpolant**
  
  Starting with the third order polynomial,

  \[ f(t) = a_0 + a_1 t + a_2 t^2 + a_3 t^3 , \]  

  (8.50)

  \[ f'(t) = a_1 + 2a_2 t + 3a_3 t^2 , \]  

  (8.51)

  where the \( a_i \) are constants, one can derive a third order smooth interpolant. We begin by imposing the conditions \( f(0) = 0, f(1) = 1 \) and \( f'(0) = 0, f'(1) = 0 \) at the end points, and solve the resulting system of equations. This results in the interpolating polynomial,

  \[ f(t) = 3t^2 - 2t^3 . \]  

  (8.52)

  This is certainly smoother than the previous profiles. It is referred to as a smoothstep
profile.

\textbf{Fifth order interpolant}

Similarly, by employing a fifth order polynomial,

\begin{align*}
  f(t) &= a_0 + a_1 t + a_2 t^2 + a_3 t^3 + a_4 t^4 + a_5 t^5, \quad (8.53) \\
  f'(t) &= a_1 + 2a_2 t + 3a_3 t^2 + 4a_4 t^3 + 5a_5 t^4, \quad (8.54) \\
  f''(t) &= 2a_2 + 6a_3 t + 12a_4 t^2 + 20a_5 t^3, \quad (8.55)
\end{align*}

and imposing the appropriate conditions for the function $f$ and its first $f'$ and second derivative $f''$ as given in Table 8.3, one derives the fifth order interpolant given by

\begin{equation}
  f(t) = 10t^3 - 15t^4 + 6t^5. \quad (8.56)
\end{equation}

In reference to this being an improvement over the smoothstep profile, it is commonly known as smootherstep.

\textbf{Cubic Spline interpolation}

We note that to apply Hermite interpolation of say third order of a function $f_i$ between two points $t_0$ and $t_1$, one needs the first derivatives of $f'_i$ at both points $t_0$ and $t_1$. However, one does not always have such derivative information available. A variant of (third order) Hermite interpolation called Catmull-Rom splines makes a provision to obtain derivatives at the end points by using finite differences. The essence of the method is that to interpolate between the points $t_0$ and $t_1$, one needs additional control points $t_{-1}$ and $t_2$ encompassing the points of interest. In order to avoid the formation of loops and self-intersections of the resulting curve, the control points are parametrized by the distance measure,

\begin{equation}
  t_{i+1} = |P_{i+1} - P_i|^\alpha + t_i, \quad (8.57)
\end{equation}

where the choices of $\alpha$ lead to the three types of Catmull-Rom splines given as

- Uniform: characterized by the choice $\alpha = 0$.
- Chordal: characterized by the choice $\alpha = 1$.
- Centripetal: characterized by the choice $\alpha = 1/2$. 
With the Centripetal parametrization, the resulting spline has been shown to be free of the undesirable formation of loops and intersections [407]. In essence to calculate the point $C_{12}$ corresponding to some given $t$, one uses the formulas

\begin{align*}
L_{01} &= f_0 \left( \frac{t_1 - t}{t_1 - t_0} \right) + f_1 \left( \frac{t - t_0}{t_1 - t_0} \right), \quad (8.58) \\
L_{12} &= f_1 \left( \frac{t_2 - t}{t_2 - t_1} \right) + f_2 \left( \frac{t - t_1}{t_2 - t_1} \right), \quad (8.59) \\
L_{23} &= f_2 \left( \frac{t_3 - t}{t_3 - t_2} \right) + f_3 \left( \frac{t - t_2}{t_3 - t_2} \right), \quad (8.60) \\
L_{012} &= L_{01} \left( \frac{t_2 - t}{t_2 - t_0} \right) + L_{12} \left( \frac{t - t_0}{t_2 - t_0} \right), \quad (8.61) \\
L_{123} &= L_{12} \left( \frac{t_3 - t}{t_3 - t_1} \right) + L_{23} \left( \frac{t - t_1}{t_3 - t_1} \right), \quad (8.62) \\
C_{12} &= L_{012} \left( \frac{t_2 - t}{t_2 - t_1} \right) + L_{123} \left( \frac{t - t_1}{t_2 - t_1} \right). \quad (8.63)
\end{align*}

### Polynomial and Least squares interpolation

Given a set of data points $f_0, f_1, \cdots, f_n$ we want to find a polynomial of degree $n$ that goes through all the given points, see [315] for example. We start from the $n$-th order polynomial

$$p(x) = b_0 + b_1 x + \cdots + b_n x^n, \quad (8.64)$$

and impose the condition that the polynomial $p(x_i)$ reduce to the function values $f_i$ at the nodes $x_i$, $p(x_i) = f_i$. This requirement leads to the system of equations

$$Ab = f, \quad (8.65)$$

where $A$ is called a Vandermonde matrix and is given in the equation (8.66), along with the vectors $b$ and $f$ as,

$$A = \begin{pmatrix}
x_0^n & x_0^{n-1} & \cdots & x_0 & 1 \\
x_1^n & x_1^{n-1} & \cdots & x_1 & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
x_n^n & x_n^{n-1} & \cdots & x_n & 1
\end{pmatrix}, \quad b = \begin{pmatrix}
b_0 \\
b_1 \\
\vdots \\
b_n
\end{pmatrix}, \quad f = \begin{pmatrix}
f_0 \\
f_1 \\
\vdots \\
f_n
\end{pmatrix}. \quad (8.66)$$

It should be noted that the coefficients $b_i$ recovered from a numerical solution of the Vandermonde matrix can be unreliable. This stems from the fact that the Vandermonde matrix
is ill-conditioned. In [315], it is recommended that one use higher precision when handling interpolations of this nature.

A slightly related form of interpolation is that of least squares interpolation, characterized by the system of equations

\[(A^T A)b = A^T f,\]

instead of (8.65). With this type of interpolation, one is no longer guaranteed that the resulting polynomial will pass through all the points \(f_i\) at the nodes \(c_i\). In fact, with this method, one can employ a lower order polynomial to fit multiple data points than is allowed by the traditional interpolation approach. This has the added benefit of being smoother as it is not required to honor the data at all points.

### 8.9 The Code

In order to explore and carry out the aims of this thesis, we have decided to write a numerical relativity code from scratch. The primary aim for this endeavor is not necessarily to present an independent numerical relativity code but rather to eliminate the learning curve that comes with most numerical software. A useful rule-of-thumb is that if one is interested in studying the physics of a particular system, one is better off finding a well documented code that is already available and start from there. However, if one is interested in algorithmics and numerical methods, chances are one is less likely to find a code that will cater for all of ones programming idiosyncrasies. In addition, one would need to understand a significant aspect of how the code was written at the low level than for a user who simply needs a tool to compute certain results. In such cases one may waste a significant amount of time rewriting certain aspects of the available codes.

#### Language choice

The language choice in this project was dictated by the choice of programming paradigm. When developing large codes, one ideally wants a system where large chunks of code fragments or modules can be discarded, replaced or modified independently without compromise to the structure of the remaining code. In principle for a procedural or modular paradigm, any of Fortran 90/95/2003/2008, C and/or C++ would have sufficed. However, our chosen paradigm was Object-Oriented programming (OOP). With this choice, C is not an option as it is not geared for OOP. Although the latest version of Fortran does support OOP, we had some trouble obtaining a reliable compiler. This has left the choice of C++.
It is often erroneously said that C++ is not good for scientific computation. However, C++ is just as efficient as C. In addition, with the use of template metaprogramming techniques, one can reach speeds comparable to that of Fortran.

Parallelization

Parallelization is handled through the Message Passing Interface (MPI). The unigrid code runs across multiple processors. The mesh refinement module/class however is not yet fully parallelized. Programming an AMR/FMR code is already complex enough. When parallelizing, there are subtle issues related to domain decomposition that need a little more attention than the time we had available. But work is already underway to parallelize the full mesh refinement module.

Matrix Algebra

The matrix computations involved in the code mostly involve 3-by-3 matrices. Routine calculations such as the inverse and determinant of such matrices can easily be hard-coded. For example, the determinant of a 3-by-3 matrix $A$ is given by the sarrus rule as

$$\det A = A_{00}(A_{11}A_{22} - A_{12}A_{21}) - A_{01}(A_{22}A_{10} - A_{12}A_{20}) + A_{02}(A_{10}A_{21} - A_{11}A_{20}).$$

This avoids linking to specialized heavy modules such as PetSc while also keeping in line with our philosophy of generating a simple light-weight code.

IO system

We have adopted a very simple output system employing the ASCII format. The output is essentially parallel as each processor outputs to a separate file. The structure of the output system is outlined in Figure 8.4 for a case where only two processors are active.

In the input parameters of the code, there is a `outputStride` variable that sets how many iterations in time must the code wait for output. For example, if the output stride is set to 10, the output will occur after every 10 time steps. Therefore the code does not output results at each iteration. This helps against unnecessary resource wasting involved in writing large data to disk. Each output file is a frame in time, and can be visualized using any 3D tool of one’s choice.
Numerical Precision

In conventional computers, all numbers are stored in binary form, represented by a string of zeros and ones. Within this scheme, \( N \) bits have the capacity to store integers between 0 and \( 2^N \). Taking the sign of the integer into account reduces the maximum to \( 2^N - 1 \). For example, 32 bits can represent integers between \([-2^{31}, 2^{31}]\). A classic problem in computing is how to represent an arbitrary number using a finite amount of memory space. We use the package MPFR (Multiple Precision Floating-Point Reliably), which is based on the GMP (GNU Multi-Precision) package to achieve arbitrary precision. We emphasize that at this stage, this is merely a debugging feature to help rule out round off effects whenever there is a bug in the code. In reality, runs with arbitrary precision are much slower than with the standard 64 bit precision.
Chapter 9

Time Marching and Order Reduction

9.1 Overview

The simplest time marching algorithm for an initial value problem is the Euler method. Consider the following initial value problem,

\[ y_t = f(t, y(t)), \quad y(t_0) = y_0, \]  

(9.1)

To advance (9.1) in time using the Euler method, one uses the update formula

\[ y_{n+1} = y_n + hf(t, y). \]  

(9.2)

Evidently, this method is only first order accurate. For this reason, round-off error accumulation may soon render it unreliable. Moreover, it is unappealing for practical use because of its smaller region of absolute stability compared to higher order convergent methods (see §9.6 for stability analysis).

There exist methods with higher order of accuracy than just $O(h)$. These methods rely on evaluating the right hand side of (9.1) at several other points to get an overall higher convergence rate. The most commonly used among these are often classified as being either Multilevel (also Multistep), Multiderivative, or Multistage methods. In general, Multistep methods are not self-starting, meaning that in addition to providing initial values, one must specify another method to compute the first few points of the solution. Multiderivative methods, which include Taylor methods, require evaluations of higher derivatives of the right-hand-side of the ODE system under consideration. We do not consider multistep or multiderivative methods in this work, we instead refer the reader to [196, 89] for details and rigor. We focus our attention solely on Multistage methods, in particular, explicit Runge
Kutta methods.

Using an $s$-stage explicit Runge-Kutta method to evolve (9.1), one employs the following update formula,

$$y_{n+1} = y_n + h \sum_{j=1}^{s} b_j k_j,$$

(9.3)

where the intermediate stages $k_i$ are given by

$$k_j = f \left( t_n + hc_j, y_n + h \sum_{i=1}^{j-1} a_{ij} k_i \right) \quad j = 1, 2, \cdots, s.$$

(9.4)

and the $b_i$, $c_i$ and $a_{ij}$ are coefficients to be specified. Along with the method of lines discretization (§8.2), one can use this method to evolve time dependent PDEs. Ordinarily, one can reach higher convergence rates with Runge-Kutta methods than is allowed by the Euler method for example. However, for general non-linear hyperbolic PDEs with time dependent Dirichlet boundary conditions\(^1\), explicit Runge-Kutta methods suffer from the phenomenon of order reduction, where the order of convergence is governed by the stage order instead of the formal order of the scheme itself [100, 306]. For example, the classical four stage fourth order accurate Runge-Kutta method behaves like a first order method at the boundary, leading only to second order convergence globally. This order reduction phenomenon, at least in the hyperbolic case, has been traced to inconsistent application of boundary conditions for the intermediate Runge-Kutta stages [100, 1, 306]. For some linear problems, the negative effects induced by order reduction are likely to be negligible compared to those emanating from other sources. For example, the low order terms generated by inconsistent intermediate boundary treatment for the linear advection equation are smaller than the higher order errors for low resolution grids [100, 306]. However, this is not the norm for non-linear PDEs, as a result the convergence order for these problems is smaller than the formal order for a given scheme.

Implicit Runge-Kutta schemes are also prone to order reduction effects. When applied to differential algebraic equations (DAEs) or stiff systems of ODEs, they suffer from order reduction phenomena, even when the solution itself is regular [317, 88, 312, 87, 136, 142]. It is important to distinguish between order reduction effects arising from the discretization of hyperbolic PDEs and those arising from purely ODE or DAE systems. The former, which is the main focus of the present Chapter, is linked to the errors introduced in the application of boundary conditions, while the latter is related to the stiffness of the ODE system itself.

\(^1\)This excludes periodic and outgoing boundary conditions. Although one may argue that they are time dependent, they are not Dirichlet type.
The concept of order reduction in the context of implicit Runge Kutta methods has been studied by several authors in the literature, see [195] and references therein.

For hyperbolic PDEs one could, in principle, avoid the issue of order reduction by considering linear multi-step methods. These have no intermediate stages, thus the problem of imposing boundary conditions is well defined. But these methods often have larger storage requirements and reduced stability limits compared to Runge-Kutta methods of the same order, see [221] for a comparison of fourth order Adams-Bashforth with the fourth order classical Runge-Kutta method.

In this Chapter we address the issue of consistent intermediate boundary application for explicit Runge Kutta schemes. We focus our treatment on the hyperbolic cases where explicit time discretizations are more appropriate. The Chapter is arranged as follows: we begin by summarizing some of the current boundary treatment methods in Section 9.2, we then review some background material that is relevant to the Runge Kutta algorithm in Sections 9.3 and 9.4 followed by our proposed method of application of boundary conditions in Section 9.5. Numerical examples and concluding remarks are presented in Sections 9.9 and 9.10, respectively.

### 9.2 Boundary Conditions and Order Reduction

Consider the method of lines discretization of the PDE,

\[ y_t = \mathcal{F}(t, y(t)), \quad y(t_0) = y_0, \quad t_0 \leq t < \infty, \]  

\[ y \in \mathbb{R}^d, \quad \text{and} \quad t \in \mathbb{R} \]  

on some bounded spatial domain \( \Omega \subset \mathbb{R}^d \), where \( \mathcal{F} \) is a differential operator. Additionally, consider the boundary conditions to be given by some time dependent function \( g(t) \), \( g \in \mathbb{R}^d \) which is a solution of \((9.5)\). Following standard convention, we shall generally refer to the particular case \( d = 1 \) as scalar, and \( d > 1 \) as vector.

Using the \( s \)-stage explicit Runge Kutta algorithm \((9.3)\) to advance the PDE system \((9.5)\) in time, there arises the non-trivial question of how to apply boundary conditions in the computation of the intermediate stages \((9.4)\). There are several methods currently in use but so far there has not been a method that achieves the optimal order for general hyperbolic problems with time dependent boundary conditions.

Intuitively, one can evaluate the boundary function at the time corresponding to the intermediate stage i.e. apply boundary values \( g(t + c_i dt) \) for the intermediate stage \( k_i \), a
scheme commonly referred to as the conventional method. Unfortunately, this leads to a slowly convergent error in the solution, resulting in second order convergence for non-linear problems. Alternatively, one can integrate the ODE \( y' = g'(t) \) at the boundary. However, this procedure leads to a similar reduction of convergence order. Another consideration is to apply boundary values only at the end of the time step. In the context of finite difference schemes, one can employ lop sided differencing operators at the boundary for the intermediate stages. While this method does retain the formal order of the scheme, it has undesirable effects on stability \[100\]. A strategy introduced in \[100\] essentially integrates (9.5) at the boundary, while replacing repetitive application of the differential operator \( F \) by repetitive time derivatives, i.e. replacing \( F^k \) by \( d^k y / dt^k \). This setup works well when the differential operator \( F \) does not depend explicitly on time, otherwise one gets only up to third order accuracy \[221, 306\]. An intricate scheme that results in no order reduction for non-linear conservation laws of the form \( u_t = f(u)u_x \) was derived in \[306\] by prescribing analytically those values that would have resulted from a Runge-Kutta scheme at the boundary. However, this is cumbersome even for relatively simple scalar PDEs. Moreover, it is not clear how one can generalize it to systems of PDEs, see also \[221\].

### 9.3 Rooted Trees and Order Conditions

The starting point in deriving a Runge Kutta method of order \( p \) is the Taylor expansion of the exact solution about some time step size \( h \),

\[
y_{n+1} = y_n + hy'_n + \frac{1}{2} h^2 y''_n + \cdots + \frac{1}{p!} h^p y^{(p)} + \mathcal{O}(h^{p+1}),
\]

which in terms of \( f(t, y(t)) \) takes the form

\[
y_{n+1} = y_n + hf + \frac{1}{2} h^2 \left( \frac{df}{dt} \right)_n + \cdots + \frac{1}{p!} h^p \left( \frac{d^{p-1} f}{dt^{p-1}} \right)_n + \mathcal{O}(h^{p+1}).
\]

One then proceeds by requiring that the approximate solution (9.3) reduce to the exact solution (9.7) up to order \( p \). This requirement leads to the order conditions which place constraints on the \( c_i \), \( b_i \) and \( a_{ij} \) coefficients appearing in equation (9.3) in the form of a non-linear system of equations. The order conditions for a generic \( s \)-stage Runge Kutta method are given by Equation (9.8) in Theorem 9.3.1. The quantities appearing in Equation (9.8)
are given in terms of rooted tree notation in Table 9.1.

**Theorem 9.3.1 (Order Conditions [90])** An $s$ stage Runge Kutta method is of order $p$ if and only if

$$
\sum_{j=1}^{s} b_j \Phi_j(t) = \frac{1}{\gamma(t)},
$$

(9.8)

for all trees or order $\leq p$.

<table>
<thead>
<tr>
<th>Order</th>
<th>$\gamma$</th>
<th>Tree</th>
<th>$\Phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>$\sum_i b_i$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>$\sum_i b_i c_i$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>$\sum_i b_i c_i^2$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>$\sum_{ij} b_i a_{ij} c_j$</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>$\sum_i b_i c_i^3$</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>$\sum_{ij} b_i c_i a_{ij} c_j$</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>$\sum_{ij} b_i a_{ij} c_j^2$</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>$\sum_{ijk} b_i a_{ij} c_{jk} c_k$</td>
<td></td>
</tr>
</tbody>
</table>

Table 9.1: Trees and elementary differentials up to order $p = 4$.

Whether such order conditions admit a solution is dependent on the number of stages $s$. For example one can achieve fourth order accuracy with four stages. But in order to reach order five accuracy, one needs at least six stages. Such relationships are summarized up to order eight in Table 9.2. As can be seen in the table, as one goes to higher order accuracy, more order conditions are needed. This makes dealing with higher order Runge-Kutta methods cumbersome. For reasons of efficiency, one wants a method with the highest convergence order possible, while requiring the least number of stages. For this reason, four stage fourth order methods are widely preferred.

<table>
<thead>
<tr>
<th>Order $p$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of conditions</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>17</td>
<td>37</td>
<td>85</td>
<td>200</td>
<td>486</td>
<td>1205</td>
</tr>
<tr>
<td>Number of stages</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>9</td>
<td>11</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9.2: Number of order conditions required to achieve a given order $p$ for Explicit Runge-Kutta methods.
In what follows, we consider four stage fourth order explicit Runge-Kutta methods characterized by the Butcher tableau,

\[
\begin{array}{c|ccc}
  c_1 & c_2 & c_3 & c_4 \\
  a_{21} & a_{31} & a_{41} & b_1 \\
  a_{32} & a_{42} & a_{43} & b_2 \\
  a_{43} & b_3 & b_4 \\
\end{array}
\]

(9.9)

Thus, to advance the ODE system (9.1) in time we have,

\[
y_{n+1} = y_n + b_1 k_1 + b_2 k_2 + b_3 k_3 + b_4 k_4 ,
\]

(9.10)

where the intermediate stages \( k_i \) are given by,

\[
\begin{align*}
  k_1 &= h f (x_n + c_1 h, Y_1) , \\
  k_2 &= h f (x_n + c_2 h, Y_2) , \\
  k_3 &= h f (x_n + c_3 h, Y_3) , \\
  k_4 &= h f (x_n + c_4 h, Y_4) ,
\end{align*}
\]

(9.11)

and for later convenience, we have introduced the quantities \( Y_i \),

\[
\begin{align*}
  Y_1 &= y_n , \\
  Y_2 &= y_n + a_{21} k_1 , \\
  Y_3 &= y_n + a_{31} k_1 + a_{32} k_2 , \\
  Y_4 &= y_n + a_{41} k_1 + a_{42} k_2 + a_{43} k_3 .
\end{align*}
\]

(9.12)
We proceed by examining the Taylor expansions of the approximate solution as given by Equation 9.10. Starting from the intermediate stages, we get

\[ k_1 = hf, \]  
\[ k_2 = hf + h^2 c_2 f_y f + \frac{h^3}{2} c_2 f_{yy}(f, f) + \frac{h^4}{6} c_2 f_{yyy}(f, f, f) + \mathcal{O}(h^5), \]  
\[ k_3 = hf + h^2 c_3 f_y f + \frac{h^3}{2} \left[ c_2 f_{yy}(f, f) + \left( \sum_{j=1}^{4} a_{3j} c_j \right) f_y f_y f \right] \]  
\[ + h^4 \left[ \frac{1}{6} c_2^2 f_{yyy}(f, f, f) + \left( \sum_{j=1}^{4} c_3 a_{3j} c_j \right) f_{yy}(f, f_y f) + \frac{1}{2} \left( \sum_{j=1}^{4} a_{3j} c_j^2 \right) f_y f_{yy}(f, f) \right] + \mathcal{O}(h^5), \]  
\[ k_4 = hf + h^2 c_4 f_y f + h^3 \left[ \frac{1}{2} c_4^2 f_{yy}(f, f) + \left( \sum_{j=1}^{4} a_{4j} c_j \right) f_y f_y f \right] \]  
\[ + h^4 \left[ \frac{1}{6} c_4 f_{yyy}(f, f, f) + \left( \sum_{j=1}^{4} c_4 a_{4j} c_j \right) f_{yy}(f, f_y f) + \frac{1}{2} \left( \sum_{j=1}^{4} a_{4j} c_j^4 \right) f_y f_{yy}(f, f) \right] \]  
\[ + \left( \sum_{j,k=1}^{4} a_{4j} a_{jk} c_k \right) f_y f_y f_y + \mathcal{O}(h^5), \]  

where upon application of Equation 9.10, and comparison with the Taylor approximation of the exact solution,

\[ y_{n+1} = y_n + hf + \frac{h^2}{2} f_y f + \frac{h^3}{6} [f_{yy}(f, f) + f_y f_y f] + \frac{h^4}{24} [f_{yyy}(f, f, f) + 3f_{yy}(f, f_y f) + f_{yy} f_{yy}(f, f) + f_{y} f_y f_y f] + \mathcal{O}(h^5), \]
results in the following order conditions,

\[ b_1 + b_2 + b_3 + b_4 = 1, \]  
\[ b_2c_2 + b_3c_3 + b_4c_4 = \frac{1}{2}, \]  
\[ b_2c_2^2 + b_3c_3^2 + b_4c_4^2 = \frac{1}{3}, \]  
\[ b_3a_{32}c_2 + b_4a_{42}c_2 + b_4a_{43}c_3 = \frac{1}{6}, \]  
\[ b_2c_2^3 + b_3c_3^3 + b_4c_4^3 = \frac{1}{4}, \]  
\[ b_3c_3a_{32}c_2 + b_4c_4a_{42}c_2 + b_4c_4a_{43}c_3 = \frac{1}{8}, \]  
\[ b_3a_{32}c_2^2 + b_4a_{42}c_2^2 + b_4a_{43}c_3^2 = \frac{1}{12}, \]  
\[ b_4a_{43}a_{32}c_2 = \frac{1}{24}, \]

which can be solved for the \( c_i, b_i \) and \( a_{ij} \) coefficients that populate the Butcher tableau (9.9). The elementary differentials appearing in equations (9.14) are Fréchet derivatives in \( \mathbb{R}^d \), see for example [244]. Evidently, the Runge-Kutta algorithm relies on systematic error cancellations to arrive at the approximate solution. Should this systematic cancellation of error terms be compromised, the accuracy of the solution (9.14) is affected. In fact, when boundary conditions are applied in a way that is not consistent with the intermediate stages (9.13), the introduced error terms will not cancel out when computing the solution (9.14). This leads to a slowly convergent error in the solution, which is the essence of order reduction. We deal with how to avoid this problem in the next section.

The above scheme is certainly more verbose than the form given by Equations (9.11). Moreover, the expressions get cumbersome as the order increases. There actually is a more succinct formalism built around the idea of rooted trees, see Table 9.1. Within this formalism, one can write out Equations (9.13) and (9.14) in a general form. A thorough description may be found in e.g. [90].
9.5 Avoiding Order Reduction

By successive differentiation of $y' = f$, one can deduce the following useful relations,

\begin{align*}
y'' &= fy', \\
y''' &= f_{yy}(f, f) + f_yf_yf, \\
y'''' &= f_{yyy}(f, f, f) + 3f_{yy}(f, f, f) + f_yf_{yy}(f, f) + f_yf_yf_yf.
\end{align*}

A more convenient form of Equations (9.13) can thus be obtained by using the above relations to eliminate some of the elementary differentials. We note that the scalar case is endowed with the simplification of the elementary derivatives $f_{yy}(f, f) = f_{yy}(f, f) = f_{yy}f^2 \in \mathbb{R}$. In general however, $f_{yy}(f, f) \neq f_{yy}(f, f)$ and the simplifications that are commonplace for scalar problems are no longer possible. For practical purposes, this is not an issue since for most hyperbolic PDEs, one need only apply order $p - 1$ boundary conditions to reach order $p$ in the interior domain [192]. With this in mind, one does not need to compute the $h^4$ terms above. Moreover, within the MoL discretization, boundary conditions for the stages $k_i$ are encoded in the quantities $Y_i$ given in Equations (9.12). Therefore, in order to follow the Runge Kutta scheme at the boundary points, we only need to compute the stages $k_1$, $k_2$, and $k_3$ to third order accuracy at the boundary resulting in,

\begin{align*}
k_1 &= hy', \\
k_2 &= hy' + h^2c_2y'' + \frac{h^3}{2}c_2^2(y''' - f_yy'') , \\
k_3 &= hy' + h^2c_3y''' + \frac{h^3}{2} \left[ c_3^2y''' - \left( c_3^2 - 2 \sum_{j=1}^4 a_{3j}c_j \right) f_yy'' \right].
\end{align*}

To illustrate the dependence of the boundary conditions on the chosen Runge Kutta scheme, we evaluate (9.19) for the following Runge Kutta methods

\begin{align*}
0 & \quad 1/2 \quad 1/2 \\
1/2 & \quad 0 \quad 1/2 \\
1 & \quad 0 \quad 0 \quad 1
\end{align*}

\begin{align*}
\Rightarrow \quad k_1 &= hy' \\
k_2 &= hy' + \frac{h^2}{2}y'' + \frac{h^3}{8}(y''' - f_yy'') \quad (9.20) \\
k_3 &= hy' + \frac{h^2}{2}y'' + \frac{h^3}{8}(y''' + f_yy'')
\end{align*}
Due to its popularity, at least in the numerical relativity literature, we shall restrict our attention to the classic RK4 scheme (9.20). We apply this scheme (together with equations 9.12) at the boundary to approximate the Runge-Kutta scheme of the interior. This strategy ensures proper cancellation of the error terms, thus achieving the required order of accuracy.

Of course, for practical implementations, one needs to evaluate the Jacobian matrix \( f_y \) at the boundary. For scalar problems, one can trivially invert Equation 9.16 to get \( f_y \), \( f_y = y''/f \). This makes the implementation straightforward for scalar problems. However, the situation is not so clear-cut for systems of coupled PDEs. For this case, Equation 9.16 constitutes \( d \) equations for \( d \times d \) unknowns, where \( d \) is the number of variables within the PDE system. In this case, one has to devise other means to approximate \( f_y \).

In principle, since the boundary is given as a function of time, one can make several evaluations in time and fit a multivariate polynomial in the variables. The resulting polynomial can then be analytically differentiated to obtain \( f_y \). Another consideration is to use one sided lower order differencing to evaluate the Jacobian. In any case, one only has to approximate \( f_y \) to \( \mathcal{O}(h) \) accuracy since it appears at the \( h^3 \) term. A particularly appealing case arises in mesh refinement schemes where one already has coarser approximations of the intermediate stages \( k_i \). Here, one can use these coarser approximations to make the approximation \( f_y y'' = 4(k_3 - k_2)/h^3 \) for the cancellation term. This is presented in more detail in Chapter 10.
9.6 Stability of Runge-Kutta Methods

The stability analysis of generic explicit Runge-Kutta schemes is carried out starting from the linear equation,

\[ y' = \lambda y, \quad (9.23) \]

with some initial value \( y(t_0) = y_0 \) at the initial time \( t_0 \) and \( \lambda \in \mathbb{C} \). The equation (9.23) admits the analytical solution \( y(t) = y_0 e^{-\lambda (t-t_0)} \). Application of the classical fourth order Runge Kutta method results in the following intermediate stages,

\[ k_1 = h\lambda y_n, \quad (9.24) \]
\[ k_2 = h\lambda y_n + \frac{(h\lambda)^2}{2} y_n, \quad (9.25) \]
\[ k_3 = h\lambda y_n + \frac{(h\lambda)^2}{2} y_n + \frac{(h\lambda)^3}{4} y_n, \quad (9.26) \]
\[ k_4 = h\lambda y_n + (h\lambda)^2 y_n + \frac{(h\lambda)^3}{2} y_n + \frac{(h\lambda)^4}{4} y_n, \quad (9.27) \]

which upon application of Equation 9.10 yields,

\[ y_{n+1} = y_n + y_n \left( z + \frac{1}{2} z^2 + \frac{1}{6} z^3 + \frac{1}{24} z^4 \right), \quad (9.29) \]

where we have replaced \( z = h\lambda \). We follow standard practice and define, \( \mathcal{P}(z) = y_{n+1}/y_n \), which results in the stability function

\[ \mathcal{P}(z) = 1 + z + \frac{1}{2} z^2 + \frac{1}{6} z^3 + \frac{1}{24} z^4. \quad (9.30) \]

The process of generating the stability function \( \mathcal{P}(z) \) can be generalized for a generic explicit Runge Kutta method. This generalization leads to the stability function

\[ \mathcal{P}(z) = 1 + z b^T (I - zA)^{-1} 1, \quad (9.31) \]

which can be rewritten as a polynomial in \( z \),

\[ \mathcal{P}(z) = \sum_{r=0}^{p} \frac{z^r}{r!} + \sum_{r=p+1}^{m} \alpha_j \frac{z^r}{r!}. \quad (9.32) \]
The region of absolute stability is given by the set \( \{ z \in \mathbb{C} : |P(z)| \leq 1 \} \). In Figure 9.1 we show the regions of absolute stability for Runge Kutta methods of orders 1, 2, 3 and 4.

![Stability regions for Runge Kutta methods of order p = 1 through p = 4.](image)

**Figure 9.1:** Stability regions for Runge Kutta methods of order \( p = 1 \) through \( p = 4 \).

### 9.7 Dispersion Relation

In this section we calculate the dispersion relation and phase velocity resulting in discretizing the wave equation with a fourth order stencil along with Runge Kutta time marching. We follow the approach (and notation) of [112] where a similar calculation was given using second order finite differences and iterative Crank-Nicholson time marching. The wave equation (10.11) can be written in matrix form as

\[
V_t = \begin{pmatrix} 0 & 1 \\ \partial_{xx} & 0 \end{pmatrix} V, \tag{9.33}
\]

where we have defined the vector \( V \) as

\[
V = \begin{pmatrix} \phi \\ \Pi \end{pmatrix}. \tag{9.34}
\]
With this identification, we denote by \( V^n_j \) the solution at time step \( n \) and grid point \( j \). The second derivative operator \( \partial_{xx} \) appearing in the system (9.33) is given by the stencil,

\[
\partial_{xx} V^n_i = \frac{-V^n_{i+2} + 16V^n_{i+1} - 30V^n_i + 16V^n_{i-1} - V^n_{i-2}}{12dx^2}.
\] (9.35)

For our analysis, we consider plane wave solutions for \( V \), of the form,

\[
V^n_j = We^{i\omega ndt}e^{-ikjdx},
\] (9.36)

for some constant vector \( W \). Using the classical fourth order Runge Kutta scheme to advance Equation (9.33) in time, results in the update rule,

\[
V^{n+1}_j = MV^n_j.
\] (9.37)

Plugging in (9.36) to the above rule results in the relation,

\[
e^{i\omega \Delta t}W = \begin{pmatrix} 1 - 2\Lambda^2 + \frac{2}{3}\Lambda^4 & \Delta t \left(1 - \frac{2}{3}\Lambda^2\right) \\ -\frac{4\Lambda^2(3 - 2\Lambda^2)}{3\Delta t} & 1 - 2\Lambda^2 + \frac{2}{3}\Lambda^4 \end{pmatrix} W,
\] (9.38)

where we have defined \( \Lambda \) as,

\[
\Lambda = \frac{\Delta t}{\Delta x} \sqrt{\frac{4}{3} \sin^2 \left(\frac{k\Delta x}{2}\right) - \frac{1}{12} \sin^2 (k\Delta x)}.
\] (9.39)

The system (9.38) represents an eigenvalue problem. In particular, \( W \) is an eigenvector corresponding to the eigenvalue \( e^{i\omega \Delta t} \) for the matrix in (9.38). Further analysis shows the eigenvalues to be the pair,

\[
e^{i\omega \Delta t} = 1 - 2\Lambda^2 + \frac{2}{3}\Lambda^4 \pm 2i\Lambda \left(1 - \frac{2}{3}\Lambda^2\right).
\] (9.40)

This expression represents the dispersion relation, relating the frequency \( \omega \) with the wave number \( k \). For completeness we calculate the phase velocity, \( v_p(\lambda) = \xi/k \) for \( \xi = \text{Re} \ (\omega) \). From (9.40) we get,

\[
\xi \Delta t = \arcsin \left(\frac{2\Lambda(3 - 2\Lambda^2)}{\sqrt{9 - 4\Lambda^6(2 - \Lambda^2)}}\right).
\] (9.41)
Therefore the phase velocity $v_p$ is given by,

$$v_p(\lambda) = \frac{\lambda}{2\pi\Delta t} \arcsin \left( \frac{2\Lambda(3 - 2\Lambda^2)}{\sqrt{9 - 4\Lambda^6(2 - \Lambda^2)}} \right). \quad (9.42)$$

### 9.8 Dense Output

Dense output is an important concept in the studies and application of Runge Kutta methods. For higher order methods, one can generally take larger step sizes without compromising accuracy. In general, for a given step size $\Delta t$, the method will output points at times $t_n + \Delta t$. However, cases arise where one needs points at, say $\theta = t_n + c\Delta t$ for some $c \in \mathbb{R}$, $0 \leq c \leq 1$. Several options are available to achieve this. For example, one can construct a Hermite interpolating polynomial along the points $t_n + \Delta t$. Consider the points $t_n$ and $t_{n+1}$ with solutions $y_n$ and $y_{n+1}$ respectively. One can utilize the available derivative information $f_n = \Delta t f(y_n)$ and $f_{n+1} = \Delta t f(y_{n+1})$ to construct the following third order polynomial

$$y(\theta) = (1 - \theta)y_n + \theta y_{n+1} + \theta(\theta - 1) \left[ (1 - 2\theta)(y_{n+1} - y_n) + (\theta - 1)\Delta t f_n + \theta\Delta t f_{n+1} \right]. \quad (9.43)$$

Although this polynomial is both continuous and $C^1$, it has the undesirable property of requiring the derivative at the next time step. In a mesh refinement setting, one typically only has the points $y_n$, $y_{n+1}$ and $f(y_n)$ to interpolate to finer meshes before calculating the derivative $f_{n+1}$. For the classical fourth order Runge Kutta method, we have the following third order formula, based on the Runge Kutta order conditions [196],

$$y(\theta) = y_n + b_1(\theta)k_1 + b_2(\theta)k_2 + b_3(\theta)k_3 + b_4(\theta)k_4, \quad (9.44)$$

where the $k_i$ are the current intermediate stages of the Runge Kutta method and the $b_i$ are polynomials in $\theta$ given by,

$$b_1 = \theta - \frac{3}{2} \theta^2 + \frac{2}{3} \theta^3, \quad (9.45)$$

$$b_2 = \theta^2 - \frac{2}{3} \theta^3, \quad (9.46)$$

$$b_3 = b_2, \quad (9.47)$$

$$b_4 = -\frac{1}{2} \theta^2 + \frac{2}{3} \theta^3. \quad (9.48)$$
This method forms a key component of time interpolation in our mesh refinement method (§10.3.1).

9.9 Numerical Examples

As our numerical examples, we adopt the non-linear advection equation and the Einstein field equations. A key requirement in the numerical tests is that the boundary conditions to be imposed must be time dependent. We apply boundary conditions using two methods. The first method is the conventional method, characterized by evaluating the boundary function at the time corresponding to the intermediate stage in question. The second method is using our proposed scheme which we will label as ‘non-linear’.

9.9.1 Non-Linear Advection

We solve the non-linear scalar advection equation,

\[ u_t = 2uu_x, \quad (9.49a) \]

\[ u(1,t) = \frac{0.5}{2-t}. \quad (9.49b) \]

on the domain \( x \in [0, 1] \), with the inflow boundary located at \( x = 1 \). One can solve (9.49a) analytically to obtain, [306]

\[ u(x, t) = \frac{x}{2(2-t)}. \quad (9.50) \]

We use a pseudospectral approximation on \( N+1 \) Gauss-Chebychev-Lobatto collocation points for the space discretization of Equation (9.49a). A numerical solution showing the evolution of \( u(x,t) \) with \( N = 10 \) is shown in Figure 9.2. Figure 9.3 shows the convergence plot for the different boundary treatment methods. Here, we note that when Equation (9.20) is evaluated with \( f_y = 0 \), it will differ at the \( h^3 \) term with the Runge-Kutta algorithm for \( k_2 \) and \( k_3 \), leading only to third order convergence for non-linear problems.

9.9.2 Gowdy Spacetime

For this test, we use the Einstein field equations in the ADM form, a system of coupled partial differential equations given by (7.27). We evolve an expanding polarized Gowdy spacetime on the domain \( z \in [-0.5, 0.5] \). Although the solution has a \( T^3 \) spatial topology on this domain, we do not enforce periodic boundary conditions, but instead use the analytical solutions...
Figure 9.2: Numerical solution of the non linear advection equation with initial and boundary equations derived from Equation (9.50).

Figure 9.3: Log-log plot of the $L_\infty$ error in the solution of the non linear advection equation (9.49a) for the conventional and non linear boundary treatment. The line marked ‘linear’ represents the non linear scheme with the Jacobian set to zero, $f_y = 0$.

(9.54) to cast the boundary conditions into a time dependent Dirichlet form in order to use the scheme (9.19) for the intermediate steps. The polarized Gowdy metric is given by,

$$\begin{equation}
 ds^2 = t^{-1/2} e^{\lambda/2} (-dt^2 + dz^2) + t e^{P} dx^2 + t e^{-P} dy^2,
\end{equation}$$

(9.51)
with analytical solutions,
\[
\lambda(z, t) = 2\pi^2 t^2 \left( J_0(2\pi t)^2 + J_1(2\pi t)^2 \right) - 2\pi t J_0(2\pi t) J_1(2\pi t) \cos(2\pi z) + \pi J_0(2\pi) J_1(2\pi) - 2\pi^2 \left( J_0(2\pi)^2 + J_1(2\pi)^2 \right) \tag{9.52}
\]
and
\[
P(z, t) = J_0(2\pi t) \cos(2\pi z), \tag{9.53}
\]
where \(J_0\) and \(J_1\) are Bessel functions of the first kind, see [16] and references therein. The initial conditions for the ADM variables \(g_{ij}\) and \(K_{ij}\) are derived from (9.51), (9.52) and (9.53) and are given by,
\[
\begin{align*}
g_{xx} & = te^P, & K_{xx} & = -\frac{1}{2} t^{1/4} e^{-\lambda/4} e^P (1 + \nu P_x) , \tag{9.54} \\
g_{yy} & = te^{-P}, & K_{yy} & = -\frac{1}{2} t^{1/4} e^{-\lambda/4} e^{-P} (1 - \nu P_x) , \tag{9.55} \\
g_{zz} & = t^{-1/2} e^{\lambda/2} , & K_{zz} & = \frac{1}{4} t^{-1/4} e^{\lambda/4} (t^{-1} - \lambda_x) . \tag{9.56}
\end{align*}
\]
The gauge condition is characterized by,
\[
\alpha = \sqrt{g_{zz}} = t^{-1/4} e^{\lambda/4} \quad \text{and} \quad \beta_i = 0 . \tag{9.57}
\]
We make the following remarks about this test:

1. Because the metric is singular at \(t = 0\), we start the evolution from \(t = 1\) [293, 16].

2. Although the solution is essentially one dimensional, following [16], we evolve it in a three dimensional grid, with dimensions \([-0.5, 0.5] \times [-0.5, 0.5] \times [-0.5, 0.5]\).

3. The variable \(\lambda(z, t)\) increases linearly with time, leading to exponential growth in \(g_{zz}\) and \(K_{zz}\). This causes the numerical solution to drift from the analytical solution with time.

4. In our adopted gauge (9.57), the speed of light is not constant along the trivial directions \((x \text{ and } y)\), this affects the long term behavior of the numerical solution [71].

These and other issues present a challenge for most numerical relativity codes when numerically evolving the Gowdy spacetime [31].
We discretize the ADM equations using fourth order accurate finite differences in a 3D grid with four ghost zones in each of the trivial dimensions and only two along the $z$ dimension. Although it is customary to include artificial dissipation in numerical relativity codes, we do not add any here. This arrangement requires a minimum of eight grid points in each dimension. We therefore make the choice $N_x = N_y = 8$, $N_z = 25 \rho$, $\rho \in \{1, 2, 4, 8, 16\}$. The numerical solutions for $\rho = 4$ ($N_z = 100$) are presented in Figure 9.4.
Figure 9.4: Numerical evolution of the Gowdy spacetime. (a), (b) and (c) show the metric functions respectively $g_{xx}$, $g_{yy}$ and $g_{zz}$ while (b), (d) and (f) show the extrinsic curvature components $K_{xx}$, $K_{yy}$ and $K_{zz}$ respectively.
We use the quantity $E_g$ as a measure of the error in the solution, \[ E_g = \sqrt{\left(\frac{g_{xx}}{\gamma_{xx}} - 1\right)^2 + \left(\frac{g_{yy}}{\gamma_{yy}} - 1\right)^2 + \left(\frac{g_{zz}}{\gamma_{zz}} - 1\right)^2}. \] (9.58)

Where the $g_{ii}$ are numerical solutions and the $\gamma_{ii}$ are the analytic solutions. The convergence plot is shown in Figure 9.5. Note how the order reduction in the conventional method kicks in at smaller step sizes. In the lower resolution region, the boundary error is not the dominant source of error, however, as one goes to higher resolution, the boundary error starts to dominate as evidenced by a reduced rate of convergence.

![Log-log plot of the $L_\infty$ error in the evolution of the Gowdy space time.](image)

Figure 9.5: Log-log plot of the $L_\infty$ error in the evolution of the Gowdy space time. We also fit a power law of the form $y = ax^b$, with $b$ representing the order of convergence. In this case, the conventional method has convergence rate $2.271$ while the non linear method gives the expected rate of convergence $3.998$.

### 9.10 Summary

In this Chapter, we have presented a procedure for the consistent application of intermediate boundary conditions when using explicit Runge Kutta algorithms for non linear hyperbolic partial differential equations within the method of lines framework. By applying the boundary conditions in a way that follows the Runge Kutta scheme, the method retains its formal order of accuracy, and no order reduction effects are observed.

On the numerical cost of the schemes investigated, the conventional method is by far the cheapest. Of course, it also gives the worst convergence rate. The cost of the non linear scheme should be negligible for scalar problems. For systems of coupled PDEs, the cost
will depend on how the Jacobian matrix \( f_y \) is estimated. Comprehensively, the boundary is usually much smaller than the domain of integration and should incur the least computational work by comparison, irrespective of the boundary scheme chosen. We emphasize that in comparing the computational work of the conventional method with the non-linear method presented here, one must take into account that, the former is effectively second order convergent, while the latter is fourth order convergent. Therefore, in order to reach the same level of accuracy one will require significantly smaller step sizes when employing the conventional method, which translates to a high computational cost.

For practical considerations we note that simplifications can often arise because of the following points,

1. It may happen that some quantities are not spatially differentiated in the PDE system, such quantities may not require the computation of boundary conditions.

2. For those quantities that do require boundary conditions, some may not actually be time dependent. The conventional method is then sufficient for such quantities.

3. The time derivatives of some quantities might not depend on all the variables, resulting in a sparse Jacobian matrix.

The non trivial question of how to apply boundary conditions for the Runge Kutta intermediate stages also arises in mesh refinement algorithms employing the Berger-Oliger-Colella time stepping [59, 58]. The incompatibility of high order Runge Kutta schemes with mesh refinement algorithms is discussed by several authors [248, 131, 80] in the context of numerical relativity. Basically one usually finds a slowly converging error in the interface boundaries, often resulting in artificial reflections across mesh refinement boundaries. Consequently the accuracy and convergence properties of the solution are compromised. This undesirable feature is not surprising, considering that the standard mesh refinement algorithm applies boundary conditions in the conventional way, which only works well for second order schemes. The work presented here acts as a stepping stone toward fourth order mesh refinement schemes, especially in the field of numerical relativity where one deals with non linear systems of hyperbolic PDEs. This issue is the subject of Chapter 10.
Chapter 10

Fourth Order Mesh Refinement

10.1 Introduction

Long term stable evolution of non-linear hyperbolic partial differential equations often require techniques to efficiently deal with vast length scales while simultaneously resolving fine scale features. Indeed, many numerical simulations in computational astrophysics, cosmology, numerical relativity and fluid dynamics are confronted with processes that span a wide range of time and length scales. In the context of numerical relativity, these simulations are often performed in full three spatial dimensions without any symmetry assumptions. For these cases, running fine unigrid integrations is computationally expensive and often impractical. Recent establishments in the numerical solution of partial differential equations by finite difference techniques has seen an increasing use of nested grids and mesh refinement techniques in order to minimize the truncation error incurred with minimal computational and memory requirements [59, 58, 329].

The principle behind mesh refinement schemes is to recursively refine areas of the computational grid that are likely to induce higher discretization errors. This approach efficiently focuses computational effort and resources in places where it is needed compared to refining the entire grid. Extensive theory has since been developed for the method in different contexts, and mesh refinement algorithms have been widely adopted in the literature [263, 298, 334, 137, 409]. One of the key aspects in the implementation is the way in which the decision to add or remove levels of refinement is made. In this work we focus on the concept of fixed mesh refinement (FMR), where the grid hierarchy is created once and remains fixed for the duration of the computation [79, 334, 112]. This differs from adaptive mesh refinement (AMR), where the algorithm is endowed with error estimation routines that dynamically determines which areas need refinement. For most applications in numerical rel-
ativity, one can know beforehand which areas within the computational domain require more refinement. As a result the FMR configuration is widely adopted in the field. In the context of numerical relativity, mesh refinement has seen application in studies of critical phenomena [113], single black hole space times [78, 412], binary black hole collisions [79, 204], black hole lattice universes [56, 55], neutron stars [365, 302] and core-collapse supernovae [299, 300], within the non-linear framework of general relativity.

Another component of the scheme is the inter-level coupling among nested grids. While the coarse grid has to supply boundary conditions to finer grids during evolution, one can choose not to update the coarse grid solution with the fine grid solution. This is the basis of one way (parasitic) schemes. In this work we employ the two way (interactive) scheme, where we update coarser levels with finer levels once the finer levels have been integrated to the same time level as the coarser ones. See [197] for a comparison between parasitic and interactive coupling.

Traditionally, mesh refinement techniques were coupled to second order convergent methods. On the other hand, recent trends in the numerical simulation community has seen the coupling of higher order finite difference methods to the mesh refinement framework [342, 248, 131, 416, 314]. This combines the efficiency of local mesh refinement with the robustness and accuracy of higher order methods. However, there is an inherent incompatibility between high order time discretization schemes with the standard mesh refinement algorithm that may result in loss of convergence or even instabilities [248]. This issue is related to how the computation of boundary data for the refined grids is handled. A search for a stable high order mesh refinement implementation has resulted in several modifications to the standard method in an effort to address this subject. Most notably, [334] introduces the idea of buffer zones in the refined grids. In this setup, boundary conditions are not prescribed explicitly in the refined levels, the integration is only applied to a progressively smaller domain in the refined grids and the buffer zone is ultimately discarded. Another approach is the tapered boundary approach [248, 131]. Here, one performs the integration at level $l$ using the past domain of dependence of the child grid only. Other approaches have been to refine only in space while using the same time step for all levels [112]. In this work we use a framework where we refine both in space and time and the treatment of interface boundaries is dictated by the time marching algorithm, fourth order accurate Runge-Kutta algorithm in this case.

In addition to issues of convergence and stability, one has to address the problem of spurious reflections off refinement boundaries that arise when propagating waves cross refinement boundaries. This is essential for gravitational wave source simulations as the waves are normally extracted at a large radius. Propagating waves will have crossed several refinement
boundaries, before reaching the radius of extraction. In [112], the idea of derivative matching was proposed in order to minimize spurious reflections for second order convergent schemes. Also, the concept of mesh adapted stencils (MAD) was introduced in [33]. However these implementations do not involve refinement in time. Other methods that have been applied in the Advanced Weather Research and Forecasting Model, Euler equations and Maxwell equations involve the use of sponge layers in the refined levels to ensure that the solution in the refined levels will be nudged towards that of the coarser grids at refinement boundaries. This typically involves the addition of artificial damping and dissipation terms in the system under consideration [197, 348]. See also the treatment of [318] in the case of first order convergent schemes. In this work we propose a simple scheme that is adopted from the animation and image processing community [148], to deal with transitions from fine to coarse grid solutions at refinement boundaries.

Finally, we note that high order mesh refinement implementations are often endowed with several lower order approximations in order to reduce the overall computational demand [80, 314, 416]. In the case where there is refinement in time, this often includes the use of lower order interpolations in time. This results in some savings in memory usage as the storage of past time levels is lower for lower order interpolations. For example, one typically needs $n+1$ past points in order to have a $n$-th order polynomial interpolant. In addition, one can reduce the number of buffer zones in the refinement boundaries by successively lowering the order of finite differencing as one approaches the refinement boundary. Other approaches in the case where artificial dissipation is needed, include the use of Kreiss-Oliger dissipation operators of order lower than that required by the finite differencing operator. This lowers the number of required ghost points as well as being cheaper computationally. Ultimately, these approximations have a bearing on the convergence order, the amount of spurious reflections induced at interface boundaries and the overall performance of a given implementation.

This Chapter is organized as follows: in Section 10.2 we convey the framework of our FMR approach. We review our boundary application method in §10.3.1 and introduce the transition zone in §10.3.2. Finally, we present our results and discussions in Section 10.4.

## 10.2 Generalities

Our FMR implementation follows the discussion in §8.8, without the adaptivity. In addition, we employ fourth order accurate finite differencing in space as discussed in §8.3. Time marching is handled through the classical four state fourth order accurate Runge Kutta scheme (Chapter 9).
10.3 Interface Boundary Treatment

The base grid consists of a ghost zone that serves to store boundary data. For refined grids, in addition to ghost zones, there is also a transition zone that ensures a smooth transition from the well resolved solution of the finer grids to the less resolved solution of the coarser grids. We discuss each in turn.

10.3.1 Ghost Zone

For a fourth order accurate computation of centered derivatives, we use two ghost zones on each side of a grid\(^1\). Outer boundary conditions on the base grid are supplied by the user, for example, the user may specify periodic or sommerfeld type boundary conditions. We distinguish between two types of boundary conditions for the finer levels, those that coincide with the outer boundary and those that simply border a cell from the underlying coarse grid.

If the ghost zones of refined grids coincide with those of the base grid, the boundary is filled using the prescribed procedure for outer boundaries. Otherwise, we use coarse grid data to fill the fine grid boundaries. In Chapter 9, we showed that using the conventional method of imposing boundary conditions, i.e, simply applying boundaries corresponding to the intermediate times of Runge Kutta methods leads to a loss of convergence for unigrid runs. We have found that this method, leads to unstable modes in the mesh refinement case. We instead use the Runge Kutta method itself to fill the ghost zones. We use Equations (9.12), where the \(k_i\) are given by,

\[
\begin{align*}
  k_1 &= hy', \\
  k_2 &= hy' + \frac{h^2}{2} y'' + \frac{h^3}{8} (y''' - fy''') , \\
  k_3 &= hy' + \frac{h^2}{2} y'' + \frac{h^3}{8} (y''' + fy'') .
\end{align*}
\]

In the equations above, \(y', y''\) and \(y'''\) are time derivatives of the quantities under evolution while \(f_y\) is the Jacobian matrix of the PDE system. See [283] for more details. The time derivatives can easily be obtained by polynomial interpolation methods since the coarse grid points at the advanced time will already have been computed before advancing the refined levels. However, a subtle issue arises in this case. To evolve the finer grids, at least four past points of the coarse grid solution are needed in order to obtain third order interpolants.

\(^1\)However, our implementation is such that one needs the number of Ghost points to be odd for a staggered mesh and even otherwise. We will employ the staggered mesh in this Chapter and thus choose the number of Ghost points to be three.
This means each finer grid can only be initialized after the coarser grid has evolved at least four time steps. This is undesirable in the context of FMR. We opt to use the fact that the classical Runge Kutta method has a built-in interpolant, termed dense output (see §9.8). This interpolant is given by,

$$y(t_n + \theta h) = y_n + \sum_{i=1}^{4} b_i(\theta) k_i + O(h^4), \quad (10.2)$$

with $0 \leq \theta \leq 1$ and the $b_i$ are polynomials in $\theta$,

$$b_1(\theta) = \theta - \frac{3}{2} \theta^2 + \frac{2}{3} \theta^3, \quad b_2(\theta) = b_3(\theta) = \theta^2 - \frac{2}{3} \theta^3, \quad \text{and} \quad b_4(\theta) = -\frac{1}{2} \theta^2 + \frac{2}{3} \theta^3. \quad (10.3)$$

One can verify that this dense output formula reduces to Equation (8.47) when $\theta = 1$. The required time derivatives are then computed from Equation (10.2) as,

$$\frac{d^{(m)}}{dt^{(m)}} y(t_n + \theta h) = 1 \frac{1}{h^m} \sum_{i=1}^{s} k_i \frac{d^{(m)}}{d\theta^{(m)}} b_i(\theta) + O(h^{4-m}), \quad (10.4)$$

with $1 \leq m \leq 3$. One does not need to compute the Jacobian matrix $f_y$ explicitly since we are only interested in the product $f_y y''$ which can be computed from the system (10.1) as,

$$f_y y'' = \frac{4}{h^3} (k_3 - k_2). \quad (10.5)$$

See also, [280]. The implication is that we do not store the solution history of coarser grids but we store the four (current) intermediate $k_i$ values instead. Of course this is followed by spatial interpolation, for which we employ fourth order barycentric Lagrange interpolation (§8.8.5); higher than fourth order was found to be unreliable in some of the runs.

### 10.3.2 Transition Zone

To complete the specifications on treatment of the boundary, we examine what happens close to the refinement boundary. Consider a grid hierarchy with two levels $l_0$ and $l_1$. Parametrize the solution $F(x)$ on such a hierarchy as,

$$F(x) = (1 - w)f(x, l_0) + w f(x, l_1), \quad (10.6)$$
where \( f(x, l_0) \) and \( f(x, l_1) \) are the solutions on the base and refined grids respectively, and \( w \) is a binary weight function which takes the value \( w = 1 \) if \( x \) is within the refined region and \( w = 0 \) everywhere else. A plot of the weight function is depicted in Figure 10.1. Note the discontinuity at the transition points \( x = 10 \) where \( w \) transitions from \( w = 0 \) to \( w = 1 \) indicating a switch from the solution \( F(x) = f(x, l_0) \) to \( F(x) = f(x, l_1) \). Also at \( x = 90 \), \( w \) transitions from \( w = 1 \) to \( w = 0 \), indicating the switch from \( F(x) = f(x, l_1) \) back to \( F(x) = f(x, l_0) \).

![Figure 10.1: Step function transition profile from \( w = 0 \) to \( w = 1 \). The refined region in this case is \( x \in [10, 90] \). Note the discontinuity at \( x = 10 \) where the weight \( w \) transitions from \( w=0 \) to \( w=1 \) and again at \( x = 90 \) where \( w \) transitions from \( w = 1 \) to \( w = 0 \).](image)

Because of the dispersion relation for propagating waves (§9.7), there is a difference in phase speeds of propagating modes in the coarse and fine grid levels. As a result of the discontinuous transition in the weight function \( w \), waves propagating from refined regions abruptly change their phase velocities when crossing refinement boundaries, creating a glitch that will seed spurious reflections. To circumvent this problem, we introduce a transition zone on the refined levels, within which the weight function \( w = w(x) \) is allowed to vary smoothly from \( w = 0 \) to \( w = 1 \) across the refinement boundary. This can be accomplished by Hermite interpolation (see §8.8.5). For a transition beginning at \( x = a \) and ending at \( x = b \), one can derive the following profiles,

\[
\begin{align*}
  w(a, b, x) &= t & \text{(boxstep)} \\
  w(a, b, x) &= 3t^2 - 2t^3 & \text{(smoothstep)} \\
  w(a, b, x) &= 10t^3 - 15t^4 + 6t^5 & \text{(smootherstep)}
\end{align*}
\]
where the variable $t$ is defined as,

$$
t = \begin{cases} 
0 & \frac{x-a}{b-a} < 0 \\
1 & \frac{x-a}{b-a} > 1 \\
\frac{x-a}{b-a} & \text{otherwise}
\end{cases}
$$

These profiles are shown in Figure 10.2. In this case the weight function varies continuously from $w = 0$ to $w = 1$, allowing the solution $F(x)$ to vary smoothly across the transition zone. This can also be interpreted as a smooth acceleration and deceleration of the associated phase speeds of propagating modes in the solution $F(x)$. See [148] for a discussion on transition profiles.

The procedure we follow to ensure a smooth transition from the fine grid solution to the coarse grid solution is as follows.

- Fill ghost zone points using the method outlined in §10.3.1.
- Fill the transition zone by blending values from the refined grid, with that of the coarse grid according to the weight function $w(x)$.

The transition zone is evolved along with the fine grid solution to ensure a smooth coupling with the refinement boundary and thus the coarse grid solution. However, for reasons of stability, we do not use transition zone values when updating the coarse grid solution with the fine grid solution. Unless otherwise specified, we take the width of the transition zone to be three throughout this work. For this size, the smooth profiles given above are equivalent.

### 10.4 Numerical Results

For ease of exposition, we restrict to the case $\beta^i = 0$. The time step is given by $dt = cdx$ where $c = 0.25$ for all the runs considered here. Where refinement is used, we restrict to a refinement factor $r = 2$. All runs employ three ghost points and, where appropriate, three transition points.

#### 10.4.1 Wave equation: Periodic boundaries

In this section, we carry out evolutions of the wave equation with mesh refinement. The wave equation in flat Cartesian coordinates is given by,

$$
\partial_t^2 \phi = \partial_i \partial_i \phi.
$$

(10.10)
We instead cast it in an alternative form, by introducing a new auxiliary variable \( \Pi = \partial_t \phi \),

\[
\begin{align*}
\partial_t \phi &= \Pi \\
\partial_t \Pi &= \partial^i \partial_i \phi 
\end{align*}
\] (10.11a) (10.11b)

As initial data, we choose a sinusoidal profile

\[
\phi(x, y, z, t = 0) = \sin(2\pi(x - t)) \quad \Pi(x, y, z, t = 0) = -2\pi \cos(2\pi(x - t)),
\] (10.12)

with periodic boundary conditions on the domain \( x \in [-0.5, 0.5] \). The region \( x \in [-0.25, 0.25] \)

is refined by a factor of \( r = 2 \). Although the wave propagates essentially in one dimension, we evolve it using the full 3D grid with periodic boundary conditions for the outer boundaries. In Figure 10.3 we plot the solution errors for evolutions with resolution \( dx = 1/25\rho \) for \( \rho = 1, 2, 3 \). The errors show fourth order convergence as desired.

10.4.2 Gauge Wave

We now evolve a non linear gauge wave using the BSSN system. The Gauge wave test is characterized by a line element which results from a non linear gauge transformation of the
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flat Minkowski space time in Cartesian coordinates, resulting in

\[
ds^2 = -Hdt^2 + Hdx^2 + dy^2 + dz^2 ,
\]

where the function \( H \) is given as,

\[
H \equiv H(x - t) = 1 + A \sin \left( \frac{2\pi(x - t)}{d} \right) ,
\]

for some constant \( A \), and \( d \) is the wavelength. We evolve the above metric using the BSSN formulation with the Harmonic gauge condition,

\[
\partial_t \alpha = -\alpha^2 K .
\]

We choose the amplitude \( A = 0.1 \) and the wavelength \( d = 1 \). As in the last case, the simulation domain covers the range \( x \in [-0.5 : 0.5] \) with refinement boundaries in the region \( x \in [-0.25 : 0.25] \). Evolving the gauge wave initial data with the BSSN formulation requires the addition of artificial dissipation in order to achieve stable evolutions. This is true even for unigrid runs, see for example [31]. Our dissipation operator takes the form described in §8.5. In Figure 10.4 we plot the solution errors for evolutions with resolution \( dx = 1/25 \rho \) for \( \rho = 1, 2, 3 \). The errors scale according to fourth order convergence.

Figure 10.3: Scaled solution errors for \( \phi \) after 2 crossing times. The errors have been scaled with the resolution to highlight fourth order convergence.
10.4.3 Wave equation: Gaussian pulse

In the following test we show how our proposed algorithm handles artificial reflections that often arise when a propagating wave crosses a mesh refinement boundary. We are interested in waves propagating outward from the fine grid across mesh refinement boundaries into the coarser grid. We evolve the wave equation, with initial data given by a Gaussian pulse centered at the origin,

$$\phi(x, y, z, t = 0) = A \exp\left(-x^2/\sigma^2\right) \quad \Pi(x, y, z, t = 0) = 0,$$

with $\sigma = 0.25$ and $A = 1$. Although the wave propagates essentially in one dimension, we evolve it using the full 3D grid with periodic boundary conditions for the outer boundaries. The simulation domain covers $x \in [-4, 4]$. The region $x \in [-1, 1]$ is further refined by a factor of $r = 2$.

The solution is shown in Figure 10.5(a). The pulse starts initially at $x = 0$ with amplitude one and produces two pulses each with amplitude 0.5 traveling in opposite directions. In Figure 10.5(b) we show the result after the pulses have crossed refinement boundaries at $x = \pm 1$. When each pulse crosses a refinement boundary, spurious reflections are generated. These travel in a direction opposite that of the inducing pulse. When no transition zone is used, the spurious reflections reinforce at $x = 0$ and can exceed the discretization error in amplitude. Employing a transition zone significantly reduces these artificial reflections.
Figure 10.5: Solution of the wave equation at $t = 2s$. (a) A plot showing $\phi$. (b) Error in $\phi$ computed from the analytic solution for two runs with the same resolution, with and without a transition zone. Note the artificial reflection at $x = 0$.

10.4.4 Teukolsky Wave

In this section we evolve the Einstein field equations in three space dimensions, using the BSSN formulation (§7.6). As initial data, we use the Teukolsky solution for a quadrupole
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\( l = 2, \) even parity \( m = 0 \) waves [368]. The metric for the quadrupole modes is given by,

\[
ds^2 = -dt^2 + (1 + Af_{rr})dr^2 + (2Bf_{r\theta})r
dr d\theta + (2Bf_{r\phi})r \sin \theta dr d\phi \\
+ \left(1 + C f^{(1)}_{\theta\theta} + A f^{(2)}_{\theta\theta}\right) r^2 d\theta^2 \\
+ [2(A - 2C)f_{\theta\phi}] r^2 \sin \theta d\theta d\phi \\
+ \left(1 + C f^{(1)}_{\phi\phi} + A f^{(2)}_{\phi\phi}\right) r^2 \sin^2 \theta d\phi^2 .
\] (10.17)

The coefficients \( A, B \) and \( C \) are constructed via a generating function \( F(x) \) and are given by,

\[
A = 3 \left[ \frac{F^{(2)}}{r^3} + \frac{3F^{(1)}}{r^4} + \frac{3F}{r^5} \right] ,
\] (10.20)

\[
B = - \left[ \frac{F^{(3)}}{r^2} + \frac{3F^{(2)}}{r^3} + \frac{6F^{(1)}}{r^4} + \frac{6F}{r^5} \right] ,
\] (10.21)

\[
C = \frac{1}{4} \left[ \frac{F^{(4)}}{r} + \frac{2F^{(3)}}{r^2} + \frac{9F^{(2)}}{r^3} + \frac{21F^{(1)}}{r^4} + \frac{21F}{r^5} \right] .
\] (10.22)

We take \( F(x) \) to be a superposition of ingoing \((x = t + r)\) and outgoing \((x = t - r)\) waves,

\[
F = F_1(t - r) + F_2(t + r) ,
\] (10.23)

and,

\[
F^{(n)} = \left[ \frac{d^n F(x)}{dx^n} \right]_{x=t-r} + (-1)^n \left[ \frac{d^n F(x)}{dx^n} \right]_{x=t+r} ,
\] (10.24)

where we have chosen the particular case \( F_1(x) = -F_2(x) = Ae^{-x^2} \). The angular functions \( f_{uv} \) for even parity \( m = 0 \) modes are given by

\[
f_{rr} = 2 - 3 \sin^2 \theta ,
\] (10.25a)

\[
f_{r\theta} = -3 \sin \theta \cos \theta ,
\] (10.25b)

\[
f_{r\phi} = 0 ,
\] (10.25c)

\[
f^{(1)}_{\theta\theta} = 3 \sin^2 \theta ,
\] (10.25d)

\[
f^{(2)}_{\theta\theta} = -1 ,
\] (10.25e)

\[
f_{\theta\phi} = 0 ,
\] (10.25f)

\[
f^{(1)}_{\phi\phi} = -f^{(1)}_{\theta\theta} ,
\] (10.25g)

\[
f^{(2)}_{\phi\phi} = 3 \sin^2 \theta - 1 .
\] (10.25h)
We note that this represents time symmetric data and so $K_{ij} = 0$ and $K = \gamma^{ij}K_{ij} = 0$ at the initial slice $t = 0$. We use an amplitude of $A = 10^{-6}$ to complete the specification of initial data.

Because of the symmetries of the problem, we impose mirror symmetry boundary conditions along the planes $x = 0$, $y = 0$ and $z = 0$. We thus evolve the Octant $[0, 8] \times [0, 8] \times [0, 8]$ and use radiation boundary conditions at the outer boundary. We employ one refinement level and refine the cubic region $[0, 4] \times [0, 4] \times [0, 4]$.

The wave propagates radially outward crossing mesh refinement boundaries along the $x = 4$, $y = 4$ and $z = 4$ planes, eventually reaching the radiation boundary and leaving flat Minkowski spacetime. Although the Teukolsky wave is a routine problem for testing numerical relativistic codes, it is especially challenging for a mesh refinement code. This is mainly because the refined region is Cartesian, while the wave propagates spherically outward. As a result, the wavefront will not encounter the refinement boundaries at the same time. In Figures 10.6 we show the result at $t = 8$ for a run without a transition zone. Spurious ripples are generated when the wave initially hits the refinement boundary; the reflections continue to be generated until the wave has fully crossed the refinement boundary. These ripples are reflected toward the origin as expected. In Figure 10.7, we show a similar run using a transition zone. In this case, spurious reflections are significantly minimized.

Figure 10.6: Evolution of the $\gamma_{zz}$ component of the metric along the $xy$ plane without a Transition zone. Note the spurious ripples in the refinement region. For ease of visualization, we mark the boundary of the refined grid with white lines.
Figure 10.7: Evolution of the $\gamma_{zz}$ component of the metric along the $xy$ plane with a Transition zone. Note the absence of spurious ripples in the refinement region. For ease of visualization, we mark the boundary of the refined grid with white lines. Compare with Figure 10.6.
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Conclusions and Future Outlook

11.1 Conclusions

Part II of the thesis was focused on presenting a new algorithm for higher order mesh refinement schemes for the solution of hyperbolic PDEs. It is known that during the implementation of such algorithms, several issues related to scalability, stability, loss of convergence, spurious reflections and loss of conservation may arise [22, 413, 334, 248, 33, 112]. We have addressed the issues of convergence and spurious reflections. In Chapter 9 we focused on deriving an algorithm for imposing time dependent boundary conditions in a manner that retains the convergence properties of a generic fourth order Runge Kutta method. We showed that our algorithm is fourth order convergent even when the PDE is non linear and the boundary conditions are time dependent. This presents a novel advance in solving the order reduction problem.

In Chapter 10 we have presented the full mesh refinement algorithm focusing in particular on the treatment of the interface boundary conditions. Our proposed scheme is both fourth order convergent and also significantly minimizes spurious reflections off refinement boundaries that are caused by differing levels of accuracy between two successive refinement levels. This is an important issue for the field of numerical relativity where the use of higher order finite differencing is becoming increasingly common [314, 139, 415]. For these higher order methods, the truncation error can become so small that the dominant error comes from spurious reflections. Our method is not restricted to any formulation of the Einstein field equations. Indeed one can apply it to any hyperbolic system of PDEs, as we have done also for the wave equation.

Because we are not using a buffer zone, our method requires a total of six halo points on each interface boundary, irrespective of the time integration method used. This differs from
employing buffer zones in that, for a fourth order accurate Runge Kutta algorithm, along with fourth order finite differencing involving lop-sided advection stencils such as the ones given by Equation (8.23), twelve points are needed along each boundary (the situation could be worse for higher order finite differencing) [217, 81]. This is a significant saving in memory usage, especially in three space dimensions where the buffer zone can be a significant part of the grid. In addition, the blending operation we employ to fill the transition zone is cheaper than having to repopulate the entire buffer zone after every time step.

We also note that the use of a transition zone is computationally cheaper than the sponge boundary method since one has to populate the sponge boundary at every intermediate Runge Kutta step, while the transition zone is only populated at the end of the time step. Moreover, there is often a level of experimentation required to determine how large a sponge zone one should use. Although one can have the transition zone as large as desired, we have found satisfactory results with a size that spans only three fine grid points.

The implementation described here uses Runge Kutta dense output formulas to interpolate in time, which avoids any potential issues with polynomial interpolation. In particular, because one does not have to couple fine grid solutions to the solution history of coarser grids, fine grids can be immediately initialized along with the base grid. This is especially attractive since fine grids can be initialized to the same accuracy as the base grid, by using the same initialization routine as the base grid. This method of time interpolation was also used in [280] for conservation laws and [111] for solving Maxwell’s equations.

### 11.2 Future Work

The difficulty of spurious reflections off boundaries, is not unique to mesh refinement boundaries. Such reflections also occur at the outer boundary when applying outgoing boundary conditions [19]. In general, the notion of imposing boundary conditions at infinity presents distinct geometrical, numerical and overall physical challenges. An interesting possibility would be to investigate the efficiency of the transition zone idea in reducing reflections that arise in the case of radiative boundary conditions. In addition, it would be interesting to investigate the efficiency of the transition zone implementation in an adaptive context or whether it would minimize spurious reflections that are a result of shock waves crossing refinement boundaries. There is also the question of how it would affect conservation along interface boundaries in the context of conservation laws. These and other issues involving black hole spacetimes are a subject of further study.

Standardized testbed applications often facilitate the process of development and imple-
mentation of algorithms and code validation in general. This is notably seen from the apples with apples tests [16, 31] and the testbeds for apparent horizon finders [15]. The development of testbed problems for mesh refinement codes would be invaluable to the numerical relativity community in the quest for an efficient implementation. This could include testbed problems that aim to probe the convergence properties and the ability of the algorithm to handle spurious reflections.

The work presented here has featured the development of a new relativity code. Although the main aim behind such a venture was to make the debugging process easier, it did lead us to consider several aspects of code design. A case in point is the use of Expression Templates and other Template metaprogramming techniques to achieve better speed. We are also working towards a fully adaptive mesh refinement code equipped with error estimation routines. In this work, we have not addressed the challenges that arise in parallelising a mesh refinement code. In general issues of scalability arise because, by design, coarser grids have to wait while finer grids are integrated. This provides a bottle neck, especially when several refinement levels are added. The design of an efficient domain decomposition algorithm that would efficiently evolve the grid hierarchy in time would be invaluable.

Due to the complexity of dealing with black hole spacetimes, the distinction between the field of mathematical and numerical relativity has become more pronounced. One of the most interesting problems along the lines of mathematical relativity relates to the issues of Bowen-York initial data for rotating black holes. In particular, under what conditions would a slicing of a Kerr black hole be conformally flat. This question has been partially answered in [170, 241] under several restrictions. It is likely that such a question is related to the problem of finding interior solutions of rotating stars. It has been shown that the Wahlquist fluid, once thought to be a promising candidate for the interior solution of a rotating object, cannot describe an isolated rotating body [72]. This will be investigated in future work.
Appendix A

Cosmology

A.1 Scalar Vector Tensor Decomposition

It is customary to decompose the perturbation variables into scalar, vector and tensor parts. This is simply a classification based on how the variables transform under coordinate transformations. We note that any vector $V_a$ can be split into a longitudinal (scalar) and a divergence free (vector) part according to,

$$V_a = V_a^{(S)} + V_a^{(V)},$$

(A.1)

where $\text{curl } V_a^{(S)} = 0 = D^a V_a^{(V)}$. Because scalar degrees of freedom are curl free, one can write $V_a^{(S)}$ as a divergence of some scalar field $\phi$

$$V_a = D_a \phi + V_a^{(V)},$$

(A.2)

Similarly, any tensor $U_{ab}$ can be decomposed onto a scalar, vector and tensor part according to

$$U_{ab} = U_{ab}^{(S)} + U_{ab}^{(V)} + U_{ab}^{(T)}$$

(A.3)

where $D^a U_{ab}^{(T)} = 0$. If $U_{ab}$ is a symmetric trace free tensor, then the scalar and vector parts may be written as,

$$U_{ab}^{(S)} = \left( \partial_a \partial_b - \frac{1}{3} h_{ab}\partial^i \partial_i \right) \phi$$

(A.4)

$$U_{ab}^{(V)} = \partial(a U_b)$$

(A.5)
A.2 Harmonic Splitting

It is standard to decompose the perturbed variables harmonically in Fourier space; separating out the time and space variations [198, 3, 84]. The idea is to expand the quantities in terms of eigenfunctions of the Laplace-Beltrami operator. To this end, we introduce the helicity basis vectors $e^{(-)}$, $e^{(0)}$ and $e^{(+)}$ defined by

$$e^{(\pm)}_a = -\frac{i}{\sqrt{2}} (e^{1}_a \pm i e^{2}_a)$$

(A.6)

where $(e^1, e^2, \hat{k})$ form a right-handed orthonormal system with $e_2 = \hat{k} \times e_1$ and we align $e^0$ with $\hat{k}$.

Using this basis, the scalar harmonic functions are given by,

$$Q^{(0)} = e^{ik_j x^j}.$$  (A.7)

Scalar type components of vectors and tensors are expanded in terms of harmonic functions defined from $Q^{(0)}$ as follows,

$$Q_a^{(0)} = -\frac{a}{k} D_a Q^{(0)} = a \hat{k}_a e^{ik_j x^j},$$

(A.8)

$$Q_{ab}^{(0)} = \frac{a^2}{k^2} D_{(a} D_{b)} Q^{(0)} = -a^2 \left( \hat{k}_a \hat{k}_b - \frac{1}{3} \delta_{ab} \right) e^{ik_j x^j}.$$  (A.9)

Vector harmonics are given by

$$Q_a^{(\pm)} = e^{(\pm)}_a Q^{(0)},$$

(A.10)

$$Q_{ab}^{(\pm)} = -\frac{a}{k} D_{(a} e^{(\pm)}_{b)} Q^{(0)} = a i \hat{k}_{(a} e^{(\pm)}_{b)} e^{ik_j x^j}.$$  (A.11)

While tensor harmonics are defined as,

$$Q_{ab}^{\pm 2} = \sqrt{\frac{3}{2}} e^{(\pm)}_a e^{(\pm)}_b Q^{(0)}.$$  (A.12)
A.3 Commutation Relations

A.3.1 3-Scalar Derivatives

\[(D_a f)\parallel = D_a \dot{f} + \dot{A}_a - \left(\frac{1}{3} \Theta h_{ab} + \sigma_{ab} + \epsilon_{abc} \omega^c\right) D^b f, \quad (A.13)\]

\[D_{[a} D_{b]} f = \epsilon_{abc} \omega^c \dot{f} \quad (A.14)\]

A.3.2 3-Vector Derivatives

\[(D_a V_b)\parallel = D_a \dot{V}_b + \dot{A}_a \dot{V}_b - \left(\frac{1}{3} \Theta h_{ac} + \sigma_{ac} + \epsilon_{acd} \omega^d\right) \times (D^c V_b + V^c A_b) \]
\[+ \epsilon_{bcd} H^d_a V^b_c - \frac{1}{2} q_b V_a + \frac{1}{2} h_{ab} q_c V^c \quad (A.15)\]

\[(\text{curl } V_a)\parallel = \text{curl } \dot{V}_a - \frac{1}{3} \Theta \text{ curl } V_a - \epsilon_{abc} \sigma^{bd} D_d V^c + H_{ab} V^b - \frac{1}{3} \Theta \epsilon_{abc} V^b A^c, \quad (A.16)\]

A.3.3 3-Tensor Derivatives

\[\text{curl } \text{curl } S_{ab} = -D^2 S_{ab} + (\mu + \Lambda - \frac{1}{3} \Theta^2) S_{ab} + \frac{3}{2} D_{(a} D^c S_{b)c}. \quad (A.18)\]

\[(D_a S_{ab})\parallel = \dot{A}_a S_{bc} - \left(\frac{1}{3} \Theta h_{ad} + \sigma_{ad} + \omega_{ad}\right) \times (A_b S^d_c + A_c S^d_b + D^d S_{bc}) \]
\[- (h_{a[f} q_b] - \epsilon_{fbd} H^d_a) S^f_c - (h_{a[f} q_c] - \epsilon_{fcd} H^d_a) S^f_b \quad (A.19)\]
Appendix B

Numerical Relativity

B.1 $\chi$ and $W$ Formulations

The time evolution equations for the $\chi$ and $W$ formalisms for puncture spacetime are given by the system (B.2)–(B.6) [314], where

$$\hat{\phi}_\kappa = (\text{det} \gamma_{ab})^{-1/\kappa}, \quad (\text{B.1})$$

so that $\chi = \hat{\phi}_3$ and $W = \hat{\phi}_6$.

\[
\begin{align*}
\partial_t \hat{\phi}_\kappa &= \frac{2}{\kappa} \hat{\phi}_\kappa \alpha K + \beta^k \partial_k \hat{\phi}_\kappa - \frac{2}{\kappa} \hat{\phi}_\kappa \partial_k \beta^k, \quad (\text{B.2}) \\
\partial_t \tilde{\gamma}_{ij} &= -2\alpha \tilde{A}_{ij} + \beta^k \partial_k \tilde{\gamma}_{ij} + \tilde{\gamma}_{ik} \partial_j \beta^k + \tilde{\gamma}_{jk} \partial_i \beta^k - \frac{2}{3} \tilde{\gamma}_{ij} \partial_k \beta^k, \quad (\text{B.3}) \\
\partial_t K &= \alpha \left( \tilde{A}_{ij} \tilde{A}^{ij} + \frac{1}{3} K^2 \right) - \gamma^{ij} D_i D_j \alpha + \beta^k \partial_k K \quad (\text{B.4}) \\
\partial_t \tilde{A}_{ij} &= \alpha \left( K \tilde{A}_{ij} - 2 \tilde{A}_{ik} \tilde{A}^{kj} \right) + (\hat{\phi}_\kappa)^{\kappa/3} \left( \alpha R_{ij} - D_i D_j \alpha \right)^{TF} + \\
&\quad \beta^k \partial_k \tilde{A}_{ij} + \tilde{A}_{ik} \partial_j \beta^k + \tilde{A}_{jk} \partial_i \beta^k - \frac{2}{3} \tilde{A}_{ij} \partial_k \beta^k, \quad (\text{B.5}) \\
\partial_t \tilde{\Gamma}^i &= 2\alpha \left( \tilde{\Gamma}^i_{jk} \tilde{A}^{jk} - \frac{2}{3} \tilde{\gamma}^{ij} K_{,j} - \frac{\kappa}{2} \tilde{A}^{ij} \frac{\partial_j \hat{\phi}_\kappa}{\hat{\phi}_\kappa} \right) - 2\tilde{A}^{ij} \alpha_{,j} + \tilde{\gamma}^{ij} \beta^j_{,jk} + \frac{1}{3} \tilde{\gamma}^{ij} \beta_{,jk} \beta^{jk} + \beta^j \tilde{\Gamma}_{,j} \quad (\text{B.6}) \\
&\quad - \tilde{\gamma}^{ij} \beta^j_{,j} + \frac{2}{3} \tilde{\Gamma}^i \beta^j_{,j}.
\end{align*}
\]
B.2 Fourth Order Stencils

In this section we present fourth order finite difference stencils including both centered and lopsided stencils, see [371] for example. For the first derivative

$$\partial_x \equiv \frac{1}{12\Delta x} [\cdots] .$$  \hspace{1cm} (B.7)$$

we have the finite difference coefficients given in Table B.1 as a function of offset.

<table>
<thead>
<tr>
<th>Offset</th>
<th>$i-4$</th>
<th>$i-3$</th>
<th>$i-2$</th>
<th>$i-1$</th>
<th>$i$</th>
<th>$i+1$</th>
<th>$i+2$</th>
<th>$i+3$</th>
<th>$i+4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-2$</td>
<td>$+3$</td>
<td>$-16$</td>
<td>$+36$</td>
<td>$-48$</td>
<td>$+25$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-1$</td>
<td>$[-1]$</td>
<td>$+6$</td>
<td>$-18$</td>
<td>$+10$</td>
<td>$+3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0$</td>
<td>$[+1]$</td>
<td>$-8$</td>
<td>$0$</td>
<td>$+8$</td>
<td>$-1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$+1$</td>
<td>$[-3]$</td>
<td>$-10$</td>
<td>$+18$</td>
<td>$-6$</td>
<td>$+1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$+2$</td>
<td>$[-25]$</td>
<td>$+48$</td>
<td>$-36$</td>
<td>$+16$</td>
<td>$-3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table B.1: This table gives the coefficients for fourth order convergent finite difference approximation to the first derivative $\partial_x$ as a function of offset.

The second derivative takes the form

$$\partial_{xx} \equiv \frac{1}{(12\Delta x)^2} [\cdots] .$$  \hspace{1cm} (B.8)$$

where the finite difference coefficients are given in Table B.2.

<table>
<thead>
<tr>
<th>Offset</th>
<th>$i-5$</th>
<th>$i-4$</th>
<th>$i-3$</th>
<th>$i-2$</th>
<th>$i-1$</th>
<th>$i$</th>
<th>$i+1$</th>
<th>$i+2$</th>
<th>$i+3$</th>
<th>$i+4$</th>
<th>$i+5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-2$</td>
<td>$[-10]$</td>
<td>$+61$</td>
<td>$-156$</td>
<td>$+214$</td>
<td>$-154$</td>
<td>$+45$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-1$</td>
<td>$[+1]$</td>
<td>$-6$</td>
<td>$+14$</td>
<td>$-4$</td>
<td>$-15$</td>
<td>$+10$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0$</td>
<td>$[-1]$</td>
<td>$+16$</td>
<td>$-30$</td>
<td>$+16$</td>
<td>$-1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$+1$</td>
<td>$[+10]$</td>
<td>$-15$</td>
<td>$-4$</td>
<td>$+14$</td>
<td>$-6$</td>
<td>$+1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$+2$</td>
<td>$[+45]$</td>
<td>$-154$</td>
<td>$+214$</td>
<td>$-156$</td>
<td>$+61$</td>
<td>$-10$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table B.2: This table gives the coefficients for fourth order convergent finite difference approximation to the second derivative $\partial_{xx}$ as a function of offset.
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